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Abstract—In this paper, we give a comprehensive description of our writer-independent online handwriting recognition system frog on
hand. The focus of this work concerns the presentation of the classification/training approach, which we call cluster generative statistical
dynamic time warping (CSDTW). CSDTW is a general, scalable, HMM-based method for variable-sized, sequential data that holistically
combines cluster analysis and statistical sequence modeling. It can handle general classification problems that rely on this sequential
type of data, e.g., speech recognition, genome processing, robotics, etc. Contrary to previous attempts, clustering and statistical
sequencemodeling are embedded in a single feature space and use a closely related distancemeasure.We show character recognition
experiments of frog on hand using CSDTW on the UNIPEN online handwriting database. The recognition accuracy is significantly higher
than reported results of other handwriting recognition systems. Finally, we describe the real-time implementation of frog on hand on a
Linux Compaq iPAQ embedded device.

Index Terms—Pattern recognition, handwriting analysis, Markov processes, dynamic programming, clustering.
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1 INTRODUCTION

DURING recent years, the task of online handwriting
recognition (HWR) has gained an immense importance

in every day applications, mainly due to the increasing
popularity of the personal digital assistant (PDA). Currently,
a new generation of smart phones and tablet PCs, which also
rely on handwriting input, is targeting the consumermarket.
However, in the majority of these devices, the handwriting
input method is still not satisfactory. In current PDAs,
people use input methods which differ from the natural
writing habit, e.g., the widespread Graffiti.1 Other systems
use a more natural input; however, they still rely on
restricted writing styles.

The difficulty of designing awriter independent system is

commonly explained as follows: First, small devices like

PDAs and smart phones have limitations in computational

power and memory size which is cumbersome in the system

design for these devices. Second, for a writer independent

solution, the system has to discriminate between a large

variety of different writing styles which are present in the

target group of users. Even more difficult for online

recognition, a writing which looks similar in a graphical

(i.e., offline) representation, can have a different sequential

(i.e., online) representation.
Thus, there is demand for a handwriting recognition

system which is efficient, scalable to the device’s capability,

accurate, and which can deal with the natural handwriting
of a wide range of different writers and writing styles.

In this contribution, we give a detailed description of frog
on hand (freiburg recognition of online handwriting), an
online handwriting recognition system we have developed
during the last few years. The main novel aspects compared
to other systems [6], [11], [13], [15], [29], [30], [31], [33], [39]
include the following.

We have developed the novel learning approach cluster
generative statistical dynamic time warping (CSDTW), which—
based on dynamic time warping (DTW) and hidden Markov
modeling (HMM)—treats writing variations by holistically
combining cluster analysis and generative statistical se-
quence modeling.

The aid of cluster analysis for modeling sequential,
especially handwriting data, has been also addressed by
other researchers. Someusedhierarchical clusteringmethods
[19], [37], [38], others k-means clustering [24] or hybrid
solutions [27]. The approach proposed in this paper is
different fromrecentapproacheswith respect to the following
issue.Most of these followmainly two different philosophies
when integrating the clustering into the classifier:

1. A powerful classifier (e.g., an HMM) uses cluster
information which has been revealed in a different
feature space and with a different assumption about
(dis-) similarity [7], [19], [21], [35]. Hence, those
algorithms cannot be certain that the clusters found
in the cluster space correspond to well-formed
clusters in the classifier space.

2. Clustering and classification are performed in the
same feature space, however, the classifier uses
simple, limited techniques like template matching
[27], [37], [38].

One deviation from these two philosophies is known to the
authors. Perrone and Connell [24] embed a clustering/HMM
hybrid in the single feature space of the HMM parameters.
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However, this approach lacks a generic quality, since their
(iterative) clustering relies on a reasonable initialization,
which the authors perform by amanual adjustment.

In the proposed CSDTW solution, both clustering and
statistical modeling are embedded in a single feature
space—the space of the training samples. As will be shown,
they assume a closely related distance measure, while
retaining a powerful, HMM-based classification scheme.
Additionally, the CSDTW approach includes a strategy to an
open question in statistical sequencemodeling research—the
problem of topology selection and initializing the statistical
models in the context of the commonly used iterative
classifier training. Thus, no manual topology selection or
initialization has to be employed.

Another attractive property of CSDTW is its scalability. By
adjusting particular parameters, the system designer can
straightforwardly find a compromise between the classifier
size and the recognition accuracy.

We shall start with a description of the underlying
handwriting data, our preprocessing, and feature selection
in the section that follows. Section 3 covers the classification
and training of CSDTW. In Section 4, experimental results of
CSDTW on the UNIPEN [12] online handwriting database
and a comparison to UNIPEN results of other recognition
systemsarepresented. InSection5,wegiveabriefdescription
of the implementation of frog on hand on a Linux Compaq
iPAQ PDA. Section 6 concludes this contribution.

2 THE ONLINE HANDWRITING RECOGNITION

CONTEXT

Handwriting recognition (HWR) is the task of transforming
a language represented in its spatial form of graphical
marks into its symbolic representation [26]. Online HWR
refers to the situation where the recognition is performed
concurrently to the writing process.

2.1 Online Handwriting Data

Online handwriting data is typically a dynamic, digitized
representation of the pen movement, generally describing
sequential information about position, velocity, acceleration,
or even pen angles as a function of time. In recent years, the
UNIPENdatabase [12] has become themost popular publicly
available data collection in online handwriting research.

UNIPEN represents awriting curve as a series of so-called
pen-down andpen-up components. Each component contains a
sequence of pen tip information which is sampled from the
writer’s pen movement, usually (but not exclusively) with
regular interval in time. With frog on hand, we solely refer to
the horizontal and vertical coordinates pi ¼ xi; yið ÞT .2 Pen-
down components are recordedwhen the pen tip touches the
surface, pen-up components when it is lifted (see Fig. 1a). In
this paper, we focus on the situation where a writing
represents an isolated character. General methods exist that
extend the character recognition onto a word-level basis [8],
[20], [26].We are pursuing this issue in our current work [34].

2.2 Data Preprocessing

Preprocessing usually addresses the problems of data
reduction, elimination of imperfections, and normalization

[10]. We utilize two simple steps, both eliminating irrelevant
and disturbing coordinates.

Removal of pen-up components. The writing’s pen-up
components are eliminated. The remaining pen-down
components are concatenated into a single coordinate
sequence P ¼ p1; . . . ;pN½ �.

Removal of repeated samples. The UNIPEN database
includes a number of writings that contain repetitions of
coordinates, i.e., pi ¼ piþ1 ¼ . . . ¼ piþd for some i and d.
When computing differential features, these co-occur-
rences can causedisturbing singularities. Thus,we remove
the extra occurrences piþ1; . . . ;piþd.

2.3 Feature Selection

In our feature selection, a (preprocessed) character P ¼
p1; . . . ;pN½ � is transformed into a sequence tt ¼ t1; . . . ; tN½ � of
feature vectors ti ¼ ti1; . . . ; tiFð ÞT2 IRF .

We have studied several local features, inspired by
recent publications [11], [13], [15], [30], [33]. Those studies
include a normalized representation of the coordinates, a
representation of the tangent slope angle, a normalized
curvature, the ratio of tangents, etc. We observed the best
character recognition rates—in combination with our
classification—using the following selection:

ti1; ti2: normalized horizontal and vertical coordinates. ti1 ¼
~xxi ¼ xi��x

�y
and ti2 ¼ ~yyi ¼ yi��y

�y
are the pen coordinates

normalized by the samplemean�� ¼ �x; �y

� �T¼ 1
N

PN
i¼1 pi

and (vertical) y standard deviation

�y ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N � 1

XN
i¼1

�y � yi
� �2vuut

of the character’s sample points.

ti3: tangent slope angle. ti3 ¼ �i ¼ argððxiþ1 � xi�1Þ þ J �
ðyiþ1 � yi�1ÞÞ, with J2 ¼ �1 and “arg ” the phase of the

complex number above, is an approximation of the

tangent slope angle at point i.
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2. Additional information like velocity, acceleration, and pen angles is
included in the UNIPEN specification, but not present in each database
sample.

Fig. 1. (a) A sample of a UNIPEN character P of class “b”. Coordinates
are illustrated by a circle for pen-down and by a point for pen-up
components. (b) Illustration of a feature sequence tt and the features ~xxi,
~yyi, and �i: ~xxi and ~yyi are plotted according to their value in the ~xx-~yy-plane.
The dotted lines illustrate �i by the direction of the tangent. (c) An
example of an allograph reference model R (of character class “b”). The
reader can see a connected sequence of dots, each one with two
additional lines attached. As a reference model is represented by a
sequence of Gaussian probability density functions (PDFs), each dot
illustrates the mean of the Gaussian and the lines the covariance matrix.
The direction of the two lines match the projection of the first two
eigenvectors onto the ~xx-~yy-plane, their length the square root of the
corresponding eigenvalues. Thus, the lines indicate the orientation and
width of the Gaussian.



Since �i is a directional quantity, a special treatment for the
computation of probabilities, statistics, and distances is
necessary [2].

To summarize, a feature vector sequence is defined as
tt ¼ t1; . . . ; tN½ �, each vector of it as ti ¼ ~xxi; ~yyi; �ið ÞT . Fig. 1b
gives a graphical illustration of the feature representation.

3 CSDTW

Fora robust classification,wedeployaholistic combinationof

a DTW-based cluster analysis and an HMM-based statistical

modeling of generated clusters. We call the approach cluster

generative statistical dynamic time warping (CSDTW). In this

combination, both elements share a closely related distance

measure, thus the term “holistic.” Indeed, this aspect

discriminates CSDTW from previous attempts of combining

clustering and statistical modeling [7], [19], [21], [35].
In the context of handwriting recognition, the philosophy

of CSDTW is tomodel each different character’s writing style
by a distinct statistical model. In the literature, the terms
allograph [6], [24], [25], [27], [31], [38] or lexeme [7] have been
evolved to describe such a distinct character style. With
CSDTW, the scope of the term allograph can be flexibly
implemented. Adaptable to the classification background,
CSDTW includes a mechanism to specify whether just large
data variations (e.g., culturally conditioned) or additionally
smaller variations (e.g., due to different writer habits or the
word context in that a character is written) shall be regarded
for the generation of the distinct allograph models.

3.1 CSDTW Classification

The aim of this section is to describe the classification part of
CSDTW. At this point, we assume that a classifier has
already been trained from a data set of labeled characters. In
order to fix the notation, we first give a brief review of the
DTW distance before we introduce the statistical DTW
(SDTW) distance and, finally, the cluster generative SDTW
(CSDTW) classification scheme.

3.1.1 Dynamic Time Warping (DTW) Distance

DTW is a concept that allows an elastic match of two
sequences. Details are described in literature, e.g., in the
textbook of Rabiner and Juang [28, chapter 4.7]. Here, we
want to review the basic concepts.

Suppose that the following is given:

. two vector sequences tt ¼ t1; . . . ; tNtt
½ � and rr ¼

r1; . . . ; rNrr
½ � with ti; rj 2 IRF ; one can think of tt
being a “test” and rr being a “reference” sequence,

. a so-called alignment (or warping) path �� ¼
�� 1ð Þ; . . . ; �� Nð Þð Þ with

�� ¼ �tt; �rrð Þ : 1; . . . ; Nf g ! 1; . . . ; Nttf g � 1; . . . ; Nrrf g;

the purpose of which is to define an alignment of
corresponding regions in tt and rr, and

. a local distance function d : IRF � IRF ! IR of two
sequence elements

Then, the alignment distance D�½d� tt; rrð Þ is defined as the
mean local distance of tt and rr with respect to d and the
particular alignment path ��

D��½d� tt; rrð Þ ¼ 1

N

XN
n¼1

d t�tt nð Þ; r�rr nð Þ
� �

: ð1Þ

Regard that the parameterization of D�� by d is quite
unusual in literature, however, it will prove to be practical
in the remainder of this contribution (particularly in
Sections 3.1.2, 3.1.3, and 3.1.4).

Further, the DTW (Viterbi) distance D�½d� tt; rrð Þ is defined
as the alignment distance according to the Viterbi path ���.
The Viterbi path is the optimal alignment path in the sense
that it minimizes D��½d� tt; rrð Þ:

D�½d� tt; rrð Þ ¼ D��� ½d� tt; rrð Þ ¼ min
��

D��½d� tt; rrð Þf g: ð2Þ

In situations when we want to emphasize that a specific

Viterbi path comes from the alignment of a particular tt and
rr, we will write ���

tt;rr instead of ���.
It is convenient to model �� as a sequence of transitions

from a transition set IP, i.e., ��� ¼ �� nþ 1ð Þ � �� nð Þ 2 IP;
n ¼ 1; . . . ; N � 1. We use the ones that are known as Sakoe-
Chiba transitions in literature [28, chapter 4.7]. These only
allow forward steps of size 1 in tt, rr, or in both of them, i.e.,

IP ¼ 1; 0ð Þ; 0; 1ð Þ; 1; 1ð Þf g: ð3Þ

The alignment paths are constrained to include the endpoints
of both tt and rr, i.e., �� 1ð Þ ¼ 1; 1ð Þ and �� Nð Þ ¼ Ntt;Nrrð Þ.

In literature, often the Euclidean distance

d ti; rj
� �

¼ ti � rj
�� �� ð4Þ

or its square is used for the local distance of the sequence
elements. However, we will substitute (4) by a distance that
is specifically adapted to CSDTW’s combination of cluster-
ing and statistical modeling, namely,

~dd ti; rj
� �

¼ 1

2
ln 2���j jð Þ þ ti � rj

� �T
���1 ti � rj

� �� �
þ ln IPj jð Þ:

ð5Þ

Here, IPj j denotes the cardinality of the transition set IP, �� a
global covariance matrix of dimension F � F , and ��j j its
determinant. �� can be used to model prior knowledge, e.g.,
about expected variances �2

f of the feature dimension f , i.e.,
�� ¼ diag �2

1; . . . ; �
2
F

� �
. Alternatively, if no prior knowledge is

given, it canbe set tounity, i.e.,�� ¼ II, or a scalarmultiple of it.
A motivation for this particular choice of ~dd will follow by

the deliberations of Sections 3.1.2 and 3.1.4.
It can (not trivially) be shown [3] that the distance

D�½~dd� tt; rrð Þ violates the triangle inequality, thus is not a
metric. However, it is symmetric.

3.1.2 Statistical DTW (SDTW) Distance

We introduce the statistical DTW (SDTW) distance as an
extension of the DTW distance, which uses a very similar
framework as that of (1), (2), and (3). However, it
additionally embeds a statistical modeling of each feature
subspace IRF and the transitions ��� by a modification of
the reference template representation and the local distance.

The SDTW formulation will be shown to be equivalent to
HMM with a specific transition modeling. However, in our
context, thedescribedSDTWformulation has the benefit over
the commonly usedHMM formulation that the connection to
the DTW distance can directly be realized. In this sense, the
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DTWdistancewith the local distance of (5) will turn out to be
an exact specialization of the SDTW distance.

In the SDTW modeling, a character reference will not be
represented by a sequence rr ¼ r1; . . . ; rNrr

½ � of feature vectors,
as with DTW, but by a sequenceR ¼ R1; . . . ;RNR½ � of a tuple
Rj of statistical quantities.

These comprise, equivalent to HMMs:

1. discrete probabilities, say �j : IP ! 0; 1½ �, for the
statistical modeling of the transitions ��� 2 IP reach-
ing the sequence’s sample point j and

2. a continuous probability density function (PDF)
�j : IR

F ! IR, that is aimed to model the feature
distribution x 2 IRF at the sequence’s sample point j,
i.e., �j xð Þ ¼ p xj�R nð Þ ¼ jð Þ,

thus Rj ¼ �j; �j

� �
.

We choose to model the PDF �j by a unimodal,
multivariate Gaussian, i.e.,

�j xð Þ ¼ N ��j;��j
xð Þ

¼ 2���j

�� �� exp x� ��j

� �T

���1
j x� ��j

� �� 	� 	�1=2

:
ð6Þ

A graphical illustration for an example of R—a reference

model of a character “b”—is shown in Fig. 1c.
In a general context, the assumption of such a type of

PDF would be quite restrictive. Other HWR systems
utilize Gaussian mixture or discrete probability models
[13], which are more flexible than unimodal Gaussians.
However, our approach assumes that large, especially,
multimodal variations in the data are due to a different
writing style. In this sense, the philosophy is to model each
style by a distinct, but simple character subclass model.

With the new representation of the reference models
compared to DTW—i.e., R instead of rr—an adapted local
distance can be derived for the use in the SDTW context,
starting from a Viterbi-path optimized maximum likelihood
(ML) classification perspective; i.e., we want to choose that
class that maximizes the likelihood p tt;���jRð Þ.

For the derivation of this new local distance it is assumed
that the statistical quantities �j and �j are sequentially
independent (which is contestable, but a common practice
in sequence modeling [28], [32]) and each of the PDFs can
be modeled by a Gaussian of (6).

Employing these assumptions, it can be shown that with
the adapted local distance d̂d given as

d̂d ti;Rj

� �
¼ 1

2
ln 2���j

�� ��� �
þ ti � ��j

� �T

���1
j ti � ��j

� �� 	
� ln �j ���ð Þ

� �
ð7Þ

the SDTW (Viterbi) distance D�½d̂d� tt;Rð Þ that is defined in
equivalence to (1) and (2) by

D��½d̂d� tt;Rð Þ ¼ 1

N

XN
n¼1

d̂d t�tt nð Þ;R�R nð Þ
� �

ð8Þ

D�½d̂d� tt;Rð Þ ¼ D��� ½d̂d� tt;Rð Þ ¼ min
��

D��½d̂d� tt;Rð Þ
n o

ð9Þ

is related to p tt;���jRð Þ by the equation

D�½d̂d� tt;Rð Þ ¼ � ln p tt;���jRð Þð Þ: ð10Þ

Thus, a minimum D�½d̂d� tt;Rð Þ implies a maximum like-
lihood p tt;���jRð Þ.

A detailed derivation is given elsewhere [3]. A sketch of
this derivation is as follows:We startwith a decomposition of

p tt;���jRð Þ ¼ p ttj���;Rð ÞP ���jRð Þ

¼
YN
n¼1

���
R nð Þ t��

tt nð Þ

� �YN
n¼1

���
R nð Þ ��� nð Þð Þ;

employ the Gaussian assumption of (6) and insert the result
into (10). Finally, followed by a few straightforward
transformations and the aid of (8) and (9), the validity of
(7) can be realized.

3.1.3 Cluster Generative SDTW (CSDTW) Classification

Finally, this sectionexplains theCSDTWclassification. It shall
be assumed that a superset

< ¼ Rlk

 �

l2 1;...;Lf g;k2 1;...;Klf g

of SDTW subclass models Rlk ¼ ½Rlk
1 ; . . . ;R

lk
NRlk

� and a test
pattern tt (that corresponds to an isolated character in the
HWR context) are given. Each Rlk is aimed to be a
generative model for one “compact” cluster in the feature
space of class l, hence, representing an allograph in the
context of HWR. It will be explained in Section 3.2, how to
get reasonable estimates for Rlk.

In general, classification denotes the assignment of an
estimated class label bll for the test pattern tt, the true class label
of which is unknown. According to (10), a maximum
likelihood (ML) classification principle is employed, when
the classifier decision bll is given by

bll ¼ argmin
l2 1;...;Lf g

min
k2 1;...;Klf g

D�½d̂d� tt;Rlk
� �n o

: ð11Þ

In this respect, (11) in combination with (3), (7), (8), and (9)
define the framework for the CSDTW classification. If
required, also classification confidence values in terms of a
likelihood can be obtained with help of (10).

Fig. 2 shows a graphical illustration of a sample character
classification.

3.1.4 DTW, SDTW, and HMM—A Unifying View

The concepts of DTW, SDTW, and HMM share common
aspects, which will be pointed out in the following.

DTW and SDTW. A valuable insight concerning DTW
and SDTW is given by the observation that the particular
DTW Viterbi distance D�½~dd� tt; rrð Þ is an exact specialization of
the SDTW Viterbi distance D�½d̂d� tt;Rð Þ, when the simple
identifications rj ¼ ��j, �� ¼ ��j, and �j ���ð Þ ¼ 1= IPj j; 8��� 2
IP are used. With these, the matching of (5) and (7) can easily
be verified. Further, thewarping constraints defined by IP do
not differ between DTW and SDTW, resulting in an exact
match of D�½~dd� tt; rrð Þ and D�½d̂d� tt;Rð Þ in the case of the
identifications seen above. The only difference of D�½~dd� tt; rrð Þ
andD�½d̂d� tt;Rð Þ is the statistical treatment of the feature space
IRF and the transitions IP for each sample point with SDTW.
These deliberations justify the choice of the local distance of
(5) in our DTW formulation.

SDTWandHMM. The formulationof SDTWis equivalent
to HMMs. In the context of a standard HMM nomenclature,
given e.g., by Rabiner and Juang [28], the HMM states qj, state
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transition probabilities aij and observation functions bj oð Þ have
correspondences in the reference sequence index j, �j ���ð Þ
and �j xð Þ, respectively. The starting point constraint �� 1ð Þ ¼
1; 1ð Þ (cf. Section 3.1.1) corresponds to the particular HMM

state prior probabilities � ¼ 1; 0; 0; . . . ; 0ð Þ.
However, to achieve full equivalence of SDTW and

HMM, the concept of null transitions must be included into
the HMM framework. Null transitions in HMMs allow a
step in the state sequence without the emission of an
observation. Hence, they correspond to the transition ��� ¼
0; 1ð Þ in the SDTW distance computation. They have been
introduced in HMMs of the IBM speech recognizer [1], but
most common HMM implementations in handwriting
recognition systems do not employ this concept. Instead,
typically linear (corresponding to IP ¼ 1; 0ð Þ; 1; 1ð Þf g) or

Bakis (corresponding to IP ¼ 1; 0ð Þ; 1; 1ð Þ; 1; 2ð Þf g) transition
models [28] are assumed in these systems.

For SDTW, the specific choice of the Sakoe-Chiba
transitions IP ¼ 1; 0ð Þ; 0; 1ð Þ; 1; 1ð Þf g and, thus, a “null-
transition”-like modeling is very important for the follow-
ing reasons:

1. Because of the flexibility of the alignment paths, the
length of the reference sequences R in SDTW can be
arbitrary. This is distinct from HMMs without null
transitions, e.g., with IP ¼ 1; 0ð Þ; 1; 1ð Þf g. There, the
model length must not exceed the length of the test
pattern due to the compulsory step in the test
sequence. The arbitrariness of the reference length
will allow an automatic, data-driven topology
selection of the CSDTW reference models, as will
be shown in Section 3.2.2.

2. Since DTW and SDTW are defined on the same set of
transitions IP, the global warping capability does not
differ between them. This behavior is indispensable in
a scenario where DTW and SDTW shall model a
related distance measure. In fact, CSDTW uses the
DTWdistance for clustering (cf. Section 3.2.1) and the
SDTWdistance during classification (cf. Section 3.1.3)
and statistical parameter estimation (cf. Section 3.2.2).

3. Contrary to the linear or Bakis transitions, the chosen
set IP ¼ 1; 0ð Þ; 0; 1ð Þ; 1; 1ð Þf g is symmetric. Conse-
quently, the Viterbi path ��� is neither biased to a
directiontowardthetestnorthereferencepattern.This
property is, in particular, convenient for the definition
ofasymmetricdistancemeasureD�½�dd� R;R0ð Þbetween
two CSDTW reference models R and R0, as we have
recently studied [4].

In this section, we have illuminated the connections
between SDTW and HMM. These considerations should
help to transfer further development from one of these
concepts to the other one. In particular, HMM refinements
like state tying, state duration modeling, etc., [28] can
straightforwardly be applied to SDTW and, thus, CSDTW.

3.1.5 Implementation Related Issues

When optimizing (2), (9), and (11), it is common and
advantageous to apply techniques like dynamic program-
ming and beam search in order to achieve a complexity
reduction.

Dynamic programming. Dynamic programming (DP)
is exhaustively described in literature [28], [32]. Its basic
idea is to recursively develop the Viterbi matrix (i.e., the
matrix D� ¼ ½D�

ij� of the prefixes’ Viterbi distances D�
ij ¼

D�½d� t1; . . . ; ti½ �; r1; . . . ; rj
� 
� �

(cf. Fig. 3a), exploiting Bell-
mann’s optimality principle. The recursion can practically
be implemented in correspondence with various geome-
trical schemes, e.g., by a row, column, or diagonal-wise
expansion of D�. As the resulting computational cost is
proportional to the Viterbi matrix size, DP reduces the
exponential complexity of naively solving (2) to Oð IPj j ~NN2Þ,
with ~NN the average sequence length [28, chapter 4.7.1].

It is worth noting that with DP only the unnormalized
variant of the alignment distance, i.e., D0

��½d� tt; rrð Þ ¼PN
n¼1 d t�tt nð Þ; r�rr nð Þ

� �
, can be minimized. This is due to the

fact that the normalization factor N cannot be considered
duringDP, as itdependson the result of theDPsearch.Hence,
our proceeding is to first compute D0ð Þ�½d� tt; rrð Þ with DP and
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Fig. 2. The classification of a test pattern tt (of class “b,” illustrated in the
lower right corner) . The list on the right shows labels of reference models
Rlk, sorted by the CSDTWViterbi distanceD�½d̂d� tt;Rlk

� �
. Since a “b” is on

top of the list, tt is correctly classified. The rectangular area below the list
illustrates the alignment of tt with the third best match reference (a
reference for the character “n,” illustrated to the left). White areas indicate
regions, which were pruned by a beam search criterion (cf. Section 3.1.5).
The Viterbi alignment path is illustrated by the sketched line: It traverses
all aligned sample point pairs. Corresponding points in the “b,” “n,” and
the Viterbi path are coded in the same (gray scale) color. The reader can
see apparent temporal distortions at the beginning, the center, and the
end region of the Viterbi alignment. The CSDTW Viterbi distance is
D�½d̂d� tt;Rlk

� �
¼ 2:69 for this particular alignment.



then normalize D�½d� tt; rrð Þ ¼ 1
N D0ð Þ�½d� tt; rrð Þ afterward. As a

consequence, however, D�½d� tt; rrð Þ 6¼ min�� D��½d� tt; rrð Þf g in
general with this DP solution (see also [28, chapters 4.7.2
and 4.7.3] for a discussion).

Beamsearch. Beamsearch [32], [16] denotes the strategyof
eliminatingpathhypotheses,whichareunlikely to turnout as
the final, optimal solution at a specific level in the DP search.
The hypotheses remaining from the elimination are called
active hypotheses. This technique can further reduce the
computational complexity of (2) to Oð IPj j ~NNÞ (assuming a
constant number of active hypotheses over time, cf. also
Fig. 2), however, may lead to a suboptimal solution, if the
optimal onehas been eliminateddue tohigh local distances in
early regions of the sequences. Nevertheless, in practice,
beam search has been shown to be a successful heuristic.

For an effective beam search algorithm, one has to define a
reasonable strategy, at what stage concurrent hypotheses
should be compared. Most beam search algorithms in the
HMM context handle this issue frame-synchronous, i.e., they
compare and eliminate hypotheses along a line �tt nð Þ ¼ const
(each dashed vertical line in Fig. 3b). This strategy is well
motivated by the fact that for the typical choice of transitions
in HMMs such as IP ¼ 1; 0ð Þ; 1; 1ð Þf g, all hypotheses have an
equal amount of remaining transition steps to the endpoint
Ntt;NRð Þ of the path.
However, for the symmetric transitions of (3) the pruning

strategyalsohas to reflect the symmetryof thewarping space.
One solution and our choice is to compare and prune
hypotheses synchronous with respect to the matrix diagonals,
i.e., the lines �tt nð Þ þ �R nð Þ ¼ const (compare Fig. 3c).

Thebeamsearch strategydescribedabove is applied for an
evaluation of (2) inside the minimization of (11). In frog on
hand, similar pruning strategies are employed acrossmultiple
evaluations of (2) in the minimization of (11). In this respect,
hypotheses for the computation of the particular Rlk-Viterbi
matrixD�½d̂d� tt;Rlk

� �
are regularly comparedwith hypotheses

for the Viterbi matrices of the other allograph models
D�½d̂d� tt;Rl0k0

� �
. If Rlk is unlikely to be the optimal solution in

that context, the computation ofD�½d̂d� tt;Rlk
� �

is aborted.

3.2 CSDTW Training

As motivated previously, CSDTW aims to combine two
complementary strategies in order to cope with data
variations. On a higher level, distinct writing styles are
explicitly separated into subclasses. On a lower level, each
of these writing styles is statistically modeled. A solution
for these two issues is incorporated in the CSDTW training.
To depict the idea beforehand in a few words, the first issue
is treated by hierarchical cluster analysis, the second by

maximum-likelihood (ML) parameter estimation. A thor-
ough description will be given in the following.

As CSDTW being a generative approach, the training can
be performed for each class independently. Given a set of
data examples, provided with the corresponding character
class labels, CSDTW training gives solutions to the
following problems:

1. Generate allograph clusters CClk; k ¼ 1; . . .Kl of the
training set of class l. Since neither the data is labeled
with cluster memberships, nor we want to label
clusters by hand, this part corresponds to an un-
supervised learning task.

2. Estimate a CSDTW reference model Rlk for each
cluster CClk.

3.2.1 Generation of Allograph Clusters

According to Theodoridis and Koutroumbas [36, chapters
11-16], the term clustering describes the task of “‘revealing’
the organization of patterns into ‘sensible’ clusters (or
groups).” A specification of the term “sensible” is highly
dependent on factors like the underlying pattern dissimilarity
measure, the clustering criterion, and the clustering algorithm,
among others. Since these factors are application depen-
dent, it remains to the clustering designer to define them
properly with respect to prior knowledge about the
problem.

In CSDTW, a cluster is modeled by unimodal probability

densities. In this respect, it is favorable to assume compact

clusters rather than elongated or shell-shaped ones. Further,

since the number of clusters may be different for each class

and not known a priori, a flexible treatment of the clustering

granularity is desired. An agglomerative hierarchical clustering

fulfills these requirements and will briefly be reviewed.
Agglomerative hierarchical clustering. In the context of

handwriting, a clustering Cl defines a partitioning of a set

of handwritten symbols XXl ¼ fxxl1; . . . ; xxlMlg, i.e., all train-
ing examples of class l, into a set fCCl1; . . . ;CClKlg of

nonempty, pairwise disjoint sets, such that
SKl

k¼1 CC
lk ¼ XXl.

Since the clustering is computed independently for each

class, we will omit the class index l in favor of a simpler

notation in this section.
A hierarchical clustering algorithm produces a hierarchy of

nested clusterings ½C1; . . . ; CM �. The term “nested” defines the
property that each cluster in Cm�1 is a subset of a cluster in
Cm and at least one of these subsets is a proper one. The
hierarchy is generated iteratively in M steps, a clustering at
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Fig. 3. (a) Dynamic programming. The Viterbi matrix D� is recursively computed, indicated by the backward arrows. (b) A typical beam search

scheme. At each step, only promising hypotheses are developed, indicated by the forward arrows. Here, the search is performed frame-

synchronous, i.e., concurrent hypotheses are pruned along a time frame (the dashed vertical lines). (c) In CSDTW, the beam search is performed

synchronous with respect to the matrix diagonals, in order to account for the symmetry of the transitions IP.



step m is obtained from the clustering produced at the
previous step m� 1.

An agglomerative hierarchical clustering algorithm starts the
iteration with a fine granularity ofM clusters and ends with
one cluster. Given a dissimilarity function DðCCk;CCk0 Þ of two
clusters, it uses the following general algorithm:

Algorithm 1: Hierarchical Agglomerative Clustering

1. Initialize the clustering C1 ¼ x1

 �

; . . . ; xM

 �
 �

2. For m ¼ 2; . . . ;M:

obtain the new clustering Cm by merging clusters CCkmin

and CCk0min of Cm�1, where kmin; k
0
min

� �
¼ argmin k;k0ð Þ;k6¼k0

D
�
CCk;CCk0

�
Point and cluster dissimilarities. In CSDTW, we aim to

reveal clusters based on a distance, which is consistent with
the distance measure in classification. As argued in
Section 3.1.4, the DTWViterbi distanceD�½~dd�ðxxk; xxk

0 Þ satisfies
this claim and, thus, is our favorable choice for the point
dissimilarity in the cluster space,

D xxk; xxk0
� �

¼ D�½~dd� xxk; xxk
0

� �
: ð12Þ

One possibility to define the cluster dissimilarity function
DðCCk;CCk0 Þ is to use thedissimilarity of its elementsDðxxk; xxk0 Þ.
More specifically,Theodoridis andKoutroumbas [36, chapter
11] suggest several particular combination methods likemin,
max, or average dissimilarity, however, the average dissimilarity

D CCk;CCk0
� �

¼ 1

Ok �Ok0

X
xxk2CC

k

X
xxk

0 2CC
k0
D xxk; xxk0
� �

; ð13Þ

gives a favor to compact clusters and achieved best
recognition results in our experiments. Here, Ok denotes
the cardinality of CCk.

Cluster representatives. In many cases, it is useful to
define a cluster representative. As will be argued in
Section 3.2.2, CSDTW uses cluster representatives for initi-
alization of the iterative parameter estimation.

In general, a cluster representative can be a point in the
cluster space, a hyperplane or a hyperspherical representa-
tive. A suitable choice for compact clusters are point

representatives ~xxxxk. Theodoridis and Koutroumbas [36] de-
scribe different criteria for selecting point representatives;
however, favor the median center for the case that the
dissimilarity of two points is not a metric. In fact, this is true
for (12). The median center ~xxxxk 2 CCk is defined by the
property that it is the element with the smallest median
distance with respect to the remaining cluster elements, i.e.,

med
xx2CC

k
;xx 6¼~xxxxk

ðDð~xxxxk; xxÞÞ � med
xx2CC

k
;xx 6¼xx0

ðDðxx0; xxÞÞ; 8xx0 2 CCk: ð14Þ

Number of clusters. The result of an agglomerative
hierarchical clustering algorithm can be visualized by a
binary tree, a so-called dissimilarity dendrogram. Fig. 4 shows
an example of a dissimilarity dendrogram for the clustering
of five lower case characters “b”.

A closer look at Fig. 4 reveals a strategy to determine a
proper number of clusters. Instead of iterating allM steps in
Algorithm 1, the merging can be stopped, when the cluster
dissimilarity exceeds a threshold Dmax, i.e., DðCCkmin ;CCk0minÞ
> Dmax. Figuratively, this approach cuts the dissimilarity
dendrogram at the height Dmax and uses the clustering
assignment obtained from below that level.

Pruning clusters. We experienced that it is beneficial to
eliminate clusters, the cardinality of which is smaller than a
threshold Omin. This benefit presumably arises from the
following two reasons: First, small clusters are likely to be
produced by data outliers. In the UNIPEN database,
outliers are quite often present due to noisy and mislabeled
data. Second, the statistical parameter estimation, as will be
introduced in Section 3.2.2, is not robust for small clusters
and should be avoided for those.

3.2.2 Estimation of Statistical Model Parameters

Each generated cluster is now to be modeled statistically.
For the sake of completeness, we switch back to the
previous nomenclature and again include the class index l
in the cluster variables. In this notation, CClk denotes the kth
cluster of class l.

In the spirit of Section 3.1.2, CClk is to be modeled by
Rlk ¼ ½Rlk

1 ; . . . ;R
lk
NRlk

�. Hence, the parameters to be
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Fig. 4. A dissimilarity dendrogram of a clustering of five characters “b”. Each leaf in the tree represents the below positioned character pattern; a
node denotes a merge step of two particular clusters in Algorithm 1. The level of the node on the ordinate corresponds to the cluster dissimilarity
DðCCk;CCk0 Þ, when merging. A specific value for Dmax determines the granularity of the final clustering. The choice as is made in the figure will
generate two clusters. For an interpretation of the character features cf. Fig. 1b.



estimated are: the mean ��lk
j , the covariances ��lk

j , and the
transition probabilities �lk

j ���ð Þ.
A common solution for the estimation problem is to

pursue the maximum likelihood (ML) approach. ML seeks
parameters Rlk that maximize the objective LðRlkÞ ¼P

xx2CC
lk ln pðxxjRlkÞ [28], [32], [36].

This task already has been tackled in the HMM context
and we can benefit from approved optimization algo-
rithms. For its simplicity and speed, we use the decision
directed Viterbi training (also known as segmental K-means
algorithm) [18], [32], which instead of LðRlkÞ maximizes the
path-optimized variant L�ðRlkÞ ¼

P
xx2CC

lk ln pðxx;���
xx;Rlk jRlkÞ.

This approach gives estimates for the model parameters in
an iteration of two basic steps.

Givenan initial guess forRlk, step one computes theViterbi
alignments ���

xx;Rlk for xx 2 CClk. In step two, an ML parameter
reestimation of ��lk

j and ��lk
j is performed, based on all sample

points that have been aligned to j in step one. The reestimated
parameters then define a new model and the iteration is
repeated. �lk

j ���ð Þ is estimated in a similar fashion.
While the iteration is well-defined, theoretically founded,

and prosperous, an open question in the context of the
parameter estimation affects the problem of topology
selection and initializing Rlk.

The problem of topology selection is important since the
number of model states, i.e., NRlk is not included in the ML
optimization and has to be specified manually beforehand.
On the other hand, the problem of initialization is important
particularly with regard to the fact that the iterative training
gives a local optimum to the ML criterion. The quantities
among Rlk, that are particularly sensitive to a proper
initialization, are the parameters specifying the PDF [28,
Chapter 6.12], i.e., ��lk

j and ��lk
j in our context.

CSDTW solves this problem by a unique, data-driven

procedure. As the clustering was designed for generating

compact clusters and point cluster representatives, the

latter, in particular the median centers ~xxxxlk ¼ ½~xxlk
1 ; . . . ; ~xx

lk
N~xxxxlk

�,
are well-suited for topology selection and initialization.

Thus, we initialize:

1. Mean ��lk
j ¼ ~xxlk

j ; 8j ¼ 1; . . . ; N~xxxxlk ,

2. Covariance��lk
j ¼ ��; 8j ¼ 1; . . . ; N~xxxxlk (cf.Section3.1.4),

and
3. Transition probabilities �lk

j ���ð Þ ¼ 1= IPj j; 8j ¼ 1; . . . ;
N~xxxxlk ; 8��� 2 IP.

Also in that regard, NRlk is implicitly fixed by this
prescription to N~xxxxlk . Thanks to the Sakoe-Chiba transitions
NRlk can be arbitrary, contrary to HMM implementations
without null-transitions.

NotethatwiththeproposedinitializationtheSDTWViterbi

distances D�½d̂d�ðxx;RlkÞ; xx 2 CClk in the first Viterbi training

iteration are equivalent to the DTW clustering dissimilarities

D�½~dd�ðxx; ~xxxxlkÞ; xx 2 CClk, as it can be seen by a comparison of (5)

and (7). This connection additionally reveals the attractive

holistic property, regarding a seamless integration of cluster-

ing and statistical parameter estimation in CSDTW.
Finally, it should be mentioned that other training

algorithms like the Baum-Welch parameter reestimation
as well as discriminative approaches (maximum mutual
information, MMI, minimum classification error, MCE)
[17], [28], can also be employed instead of the Viterbi
training, if desired.

3.3 CSDTW Concluded

We have introduced CSDTW as an HMM-based classifica-
tion approach that combines cluster analysis and statistical
sequence modeling. On the one hand, it employs a
specifically modified DTW Viterbi distance D�½~dd� tt; rrð Þ in
the cluster analysis. On the other hand, the SDTW Viterbi
distance D�½d̂d� tt;Rð Þ is used in the statistical parameter
estimation and classification. Notably, D�½~dd� tt; rrð Þ is a special
incarnation of D�½d̂d� tt;Rð Þ. This aspect has two attractive
effects. First, clustering and statistical modeling appear as a
holistic combination, where cluster and classification space
coincide. Clusters in the cluster space correspond to well-
formed clusters in the classification space. Second, the
result of the clustering can be consulted as a natural
solution to the problem of topology selection and initializ-
ing the CSDTW reference models in the context of the
iterative parameter estimation. In this respect, clustering
and parameter estimation are seamlessly integrated into
each other. Fig. 5 summarizes the training and classification
issues graphically.

Another beneficial property of CSDTW is the following:
With the clustering parameters Dmax and Omin the classifier
designer has direct influence on the granularity of the
clustering. He can scale the classifier with respect to a wide
range of cluster numbers and sizes, finding a compromise
between the recognition accuracy and the computational
time and memory requirements. A concrete example is the
following: A large Dmax implies that the role of the
allograph models correspond to broader (maybe culturally
conditioned) variations, while using a smaller Dmax further
reflects variations that may be due to different writer habits
or the word context in that a character is written. Fig. 4
gives a supportive illustration for these ideas.

4 EXPERIMENTS

In order to evaluate the performance of frog on hand with
CSDTW and to compare with other recognition systems, a
number of experiments have been carried out.
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Fig. 5. A summary of the CSDTW training and classification. Training
comprises clustering and parameter estimation, classification comprises
scoring and minimizing. The clustering uses D�½~dd� as the underlying
distance function, parameter estimation and scoring use D�½d̂d�. Notably,
D�½~dd� and D�½d̂d� are closely related. In this respect, CSDTW is a holistic
combination of clustering and statistical sequence modeling.



4.1 Data

The experiments are based on sections 1a, 1b, and 1c (digits,
upper, and lower case characters, respectively) of the
UNIPEN [12] Train-R01/V07 database. For these sections,
the data set size is � 16K, 28K, and 61K characters,
respectively The characters were randomly and disjointly
divided into trainingand test sets of a ratio2 : 1.Weevaluated
in amultiwriter environment, i.e., the divisionwas completely
randomandonewriterwasallowedtobepresent inbothof the
sets.3 It shouldbenoted thatUNIPENconsists ofverydifficult
datadue to thevarietyofwritersandnoisyormislabeleddata.
We used the database without cleaning in order to be as
comparable as possible to other classification reports.

4.2 Results

For an effective evaluation, a fewmodel parameters had to be
set.Avalue foran initial, global covariance�� (cf. Section3.1.1)
has been estimated on the basis of an ML estimation of
previous models to �� ¼ diag 0:08; 0:05; 0:15ð Þ.

Beside the error rate, a significant property of a CSDTW
classification model is its size, i.e., the total number Atot of
generated allograph models. By varying Dmax in the range
½2:0; . . . ; 7:0� (compare Fig. 4) and Omin in ½6; . . . ; 23�, differ-
ently sized CSDTW classification models were generated.

Table 1 summarizes mean classification error rates ~EE and
model sizes ~AAtot for selected configurations, each of which is
the average from five different data set partitionings.

From the table, it can be taken that an error minimum is
given in all sections forDmax � 3:5-4:0 and Omin ¼ 6, leading
to model sizes of ~AAtot ¼ 150; 268, and 608 for the sections
1a/b/c, respectively. Notably, a further decrease of Dmax

(and, thus, an enlarging of the model size) does not improve
the accuracy. On the other hand, the model size can
significantly be reduced (by a factor � 5) with Dmax ¼ 7:0
and Omin ¼ 23. For this parameter configuration, the
recognition accuracy decreases by absolute � 2 percent,
however, remains in an acceptable range.

For a comparison of the recognition accuracy in a global
context,wecollectedotherUNIPENresults fromtheliterature
and included theminTable 1. Itmustbe stated that, thoughall
experiments were computed on UNIPEN data, various
reports used different character sets. Benchmarks were
computed on miscellaneous versions and sizes of a
UNIPEN database or some authors removed low quality/
mislabeled characters, as indicated in the table’s last column.
Further, differenceswith respect to themulti and omniwriter
testing environments aggravate a comparison, as argued
above. In this respect, caution must be given when interpret-
ing the rates. However, beyond this caution, a comparison of
all results indicates that frog on hand with CSDTW classifica-
tion achieves equivalent or superior rates with respect to all
other approaches in the three categories. Especially for the
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TABLE 1
Experiments on the UNIPEN Sections 1a/b/c (Indicated in the First Column)

The second column denotes the classification approach used. Here, we also include other HWR approaches, as collected from the literature. The
third column shows the mean error rate ~EE of five different data set partitionings. For CSDTW, it was computed for differently sized models, as
indicated in the forth column by the average number of allographs ~AAtot. The different model sizes were generated by varying Dmax in the range
½2:0; . . . ; 7:0� and Omin in ½6; . . . ; 23� (see column 5 and 6). The CSDTW result with the lowest error rate is typed bold face. As some experiments were
computed on different UNIPEN distributions, details are given in the last column.

3. Contrary, an omniwriter evaluation divides samples of one writer only
in one of the sets but not in both, which is apparently a more difficult testing
environment.



important lower case character section, frog on hand performs
significantly better.

4.3 Complexity

An SDTW distance evaluationD�½d̂d� tt;Rð Þ using beam search
has the asymptotic complexity CTimeðD�½d̂d� tt;Rð ÞÞ ¼ Oð ~NN �
IPj j � F 2Þ (cf. Section 3.1.5), with ~NN the average length of
sequences Rlk and tt. F 2 ð¼ 9 in our caseÞ corresponds to the
multiplication with the covariance matrix. Experimentally,
we measured ~NN ¼ 42 and TimeðD�½d̂d�ðtt;RÞÞ � 0:0005 sec in
our implementation on an AMDAthlon 1800MHz.

For a model size Atot ¼ 600, the classification time is
Time Classificationð Þ � Atot �Time D�½d̂d� tt;Rð Þ

� �
¼ 600 � 0:0005

sec ¼ 0:3 sec, across-model beam search (as explained in
Section 3.1.5) further reducesTime Classificationð Þ to 0:13 sec.

The training complexity CTime Trainð Þ of CSDTW is
dominated by the cluster analysis, which is asymptotically
CTimeðClusterÞ ¼ O L � ~MM2 � CTime D�½~dd� tt; rrð Þ

� �
þ ~MM3

� �� �
, with

L thenumberof classes and ~MM the averagenumberof training
patterns in one class. The term ~MM2 � CTime D�½~dd� tt; rrð Þ

� �
corre-

sponds to the computation of the pairwise pattern dissim-
ilarities, ~MM3 for the cluster linkage [36]. In the 1c experiments
( ~MM � 1; 500), the training timewasmeasured asTimeðTrainÞ
� 20 h. Beneficially, training can easily be parallelized into
L independent processes.

The memory complexity CMemory basically consists of the
storage of all CSDTW reference models. For Atot ¼ 600,
Memory � Atot � ~NN � ðF þ F 2 þ IPj j � F Þ � 4 byte ¼ 600 � 42 � ð3
þ9þ 9Þ � 4 byte ¼ 2067Kbytewithout compression.

5 APPLICATION

In order to demonstrate frog on hand’s performance in a
typical application, we have implemented the system using
the CSDTW classification on a PDA, a Compaq iPAQ 3660.
This device is equipped with a 203 MHz StrongARM
processor, 16 MByte flash memory (corresponding to a PC’s
hard drive) and 64 MByte RAM. It is operated by a Linux

kernel 2.4.18 from the Familiar distribution,4 the graphical
user interface is the Open Palmtop Integrated Environment
(OPIE),5 which is a GPL licensed fork of Trolltech’s Qtopia.6

Using the approach described in the sections above, we
have developed an integrated character recognition plug-in
that runs both inside Qtopia and OPIE.7 The character label
recognized by the plug-in is transferred to the active
application (e.g., date book, address book, to-do list, etc.).
Contrary to the implementation in our development
environment, a fixed point data representation is used on
the PDA, because the StrongARM processor lacks a built-in
floating point arithmetic.

As known from commercial character recognition pro-
grams, the input region is divided into three zones, each zone
corresponding to one of the UNIPEN 1a/b/c sections and a
set < ¼ fRlkgl2f1;...;Lg;k2f1;...;Klg of CSDTW reference models.
For thePDA,wewereable tobenefit from the scalability of the
CSDTW approach and have chosen a rather small set of
reference models with the cluster parameter configuration
Dmax ¼ 7:0 and Omin ¼ 23 (compare Table 1).

The classification of a character approximately takes
0.3 seconds in average on the iPAQ. The picture of Fig. 6
should give an idea of the environment.

6 CONCLUSION

In this contribution, we have described our writer indepen-
dent online handwriting recognition system frog on hand,
focusingon theHMM-basedclassificationapproachCSDTW.
CSDTW is a scalable solution for the task of holistically
combining clustering and statistical sequence modeling. In
contrast to previous approaches, cluster analysis and statis-
tical classification takeplace in the same feature space anduse
a closely related distance measure. This has attractive
consequences. First, clusters found in the cluster space
correspond to well-formed clusters in the classifier space.
Second, the result of the clustering can be used to define the
topologyselectionand initializationof the statistical sequence
models in the context of the iterative statistical parameter
estimation.

Using a hierarchical cluster analysis, CSDTW includes a
methodto scale the sizeof theclassifier, findingacompromise
between the recognition accuracy and the computation time
andmemory requirements of the underlying device.

Experiments have shown that frog on hand with CSDTW
achieves lower error rates than other approaches on
UNIPEN data, which is the standard benchmark in online
HWR. Especially for lower case characters, where a large
variety of writing styles is present, the presented system
provides amajor improvement over otherHWR systems.We
see three main reasons for the superior recognition accuracy.
First, the powerful cluster analysis can adequately model
variations in thewriting style. It also includes amechanism to
detect and eliminate outliers in the training data set that may
correspond to mislabeled data. Second, CSDTW employs a
data-driven topology selection and initialization of the
statistical warping framework. Due to the chosen local
transitions, the statistical sequencemodels can be of arbitrary
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Fig. 6. frog on hand with CSDTW classification on a Linux Compaq
iPAQ.

4. http://familiar.handhelds.org/.
5. http://opie.handhelds.org/.
6. http://www.trolltech.com/products/qtopia/.
7. A binary package of the implementation is available from our WWW

site http://lmb.informatik.uni-freiburg.de/people/bahlmann/frog.
en.html.



length. Third, current studies indicate [2] that a special
statistical modeling of the feature � (the tangent slope angle),
which takes into account the distinctive circular nature of �,
gives significant improvements in error rate compared to
previous approaches.

It should be stated that CSDTW is a general concept that

can advantageously be applied to other problems where

data are a sequence of feature vectors (or a set of one-

dimensionally sorted elements). These include, e.g., speech

recognition [28], genome processing [14], robotics [22], etc.
We have demonstrated frog on hand’s efficiency and

suitability for real word applications through the imple-
mentation on a Linux Compaq iPAQ PDA. Here, we could
advantageously benefit from CSDTW’s scalability.

We see interesting issues for additional research. In
current work, we are extending the character recognition
onto a word-level basis.

In order to speed up classification and to decrease the
model size, a method for a subsampling of the allograph
models would be an attractive area for further studies. In
fact, Fig. 1c indicates that the number of sample points
could be reduced without loosing much accuracy. Similar to
the current model topology selection, the subsampling
should preferably be solved automatically and data-driven.

The presented approach has assumed a feature space

with compact, Gaussian-like clusters. However, clusters in

many real-world problems often have a more complex

form, e.g., they are elongated or shell-shaped. Clustering

methods exist [40] that cope with this issue by mapping the

input space with a so-called kernel. A future challenge is to

integrate such a kernel formulation jointly into the cluster-

ing and the statistical, generative sequence modeling.
Recently, Vuori et al. [37] proposed methods for an

unsupervised, writer dependent adaptation by the elimina-
tion of character prototypes from the reference set. This
idea, originally developed for simple character templates,
can straightforwardly be transferred to the CSDTW
allograph models.

CSDTW is a generative classification approach. As

generative and discriminative classifiers employ different

philosophies and have different strengths and weaknesses,

a combination of both types is a promising approach. A

very successful discriminative classifier today is the support

vector machine (SVM). However, common SVM techniques

were developed for a feature space with a fixed dimension,

whereas the vector sequences vary in length and are

temporally distorted. In our recent research [5], we have

demonstrated how this classifier can be applied to pattern

sequences like online HWR data. This work serves as a basis

for the above noted classifier combination.
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