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Abstract. This work presents improvements in monocular hand shape estima-
tion by building on top of recent advances in unsupervised learning. We extend
momentum contrastive learning and contribute a structured collection of hand
images, well suited for visual representation learning, which we call HanCo. We
find that the representation learned by established contrastive learning methods
can be improved significantly by exploiting advanced background removal tech-
niques and multi-view information. These allow us to generate more diverse in-
stance pairs than those obtained by augmentations commonly used in exemplar
based approaches. Our method leads to a more suitable representation for the
hand shape estimation task and shows a 4.7% reduction in mesh error and a 3.6%
improvement in F-score compared to an ImageNet pretrained baseline. We make
our benchmark dataset publicly available, to encourage further research into this
direction.
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1 Introduction

Leveraging unlabeled data for training machine learning is a long standing goal in re-
search and its importance has increased dramatically with the advances made by data-
driven deep learning methods. Using unlabeled data is an attractive proposition, because
more training data usually leads to improved results. On the other hand, label acquisi-
tion for supervised training is difficult, time-consuming, and cost intensive.

While the use of unsupervised learning is conceptually desirable the research com-
munity struggled long to compete with simple transfer learning approaches using large
image classification benchmark datasets. For a long time, there has been a substantial
gap between the performance of these methods and the results of supervised pretrain-
ing on ImageNet. However, recent work [[4] succeeded to surpass ImageNet based
pretraining for multiple downstream tasks. The core innovation was to use a consis-
tent, dynamic and large dictionary of embeddings in combination with a contrastive
loss, which is a practice we are following in this work as well. Similarly, we make use
of strong geometric and color space augmentations, like flipping, cropping, as well as
modification of hue and brightness, to generate positive pairs at training time.
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Fig. 1. We train a self-supervised feature representation on our proposed large dataset of unlabeled
hand images. The resulting encoder weights are then used to initialize supervised training based
on a smaller labeled dataset. This pretraining scheme yields useful image embeddings that can be
used to query the dataset, as well as increasing the performance of hand shape estimation.

Additionally, we find that large improvements lie in the use of strategies that ex-
tend the simple exemplar strategy of using a single image and heavy augmentation to
generate a positive pair of samples. More precisely, we explore sampling strategies that
exploit the structure in HanCo that is available without additional labeling cost. The
data was captured in an controlled multi-view setting as video sequences, which allows
us to easily extract foreground segmentation masks and sample correlated hand poses
by selecting simultaneously recorded images of neighboring cameras. This allows us to
generate more expressive positive pairs during self-supervised learning.

Hand shape estimation is a task where it is inherently hard to acquire diverse training
data at a large scale. This stems from frequent ambiguities and its high dimensionality,
which further raises the value of self-supervision techniques. Its need for large amounts
of training data also makes hand shape estimation an ideal testbed for developing self-
supervision techniques. Most concurrent work in the field of hand shape estimation
follows the strategy of weak-supervision, where other modalities are used to supervise
hand shape training indirectly. Instead, we explore an orthogonal approach: pretraining
the network on data of the source domain which eliminates both the need for hand shape
labels as well as additional modalities.

In our work, we find that using momentum contrastive learning yields a valuable
starting point for hand shape estimation. It can find a meaningful visual representation
from pure self-supervision that allows us to surpass the ImageNet pretrained baseline
significantly. We provide a comprehensive analysis on the learned representation and
show how the procedure can be used for identifying clusters of hand poses within the
data or perform retrieval of similar poses.






