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Motivation

Challenges 
- Partial visibility due to the egocentric view.
- Large field-of-view change due to the egomotion.
- Multimodality and uncertainty of the future.

Given an observed scene for 1 second Predict the future in 3 seconds
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- Scene context.

 
- Object's location history.

Bringing the multimodality 
of the future from top-view 
to egocentric view

Where could a pedestrian be in the scene?
(Reachability Prior)

Where could a pedestrian be in a scene? Where will the observed pedestrian be in the future?

(Reachability Prior) (Future Localization)

For the first time, formulating the task of 
predicting the emergence of new objects 
in the future and addressing the 
multimodality of it. 
Considering this task is essential for safer 
autonomous driving.

Where could a pedestrian emerge in the future?

(Emergence Prediction)

Input (for 1 second)

Reachability FLN-Bayesian [7] FLN + RPN

Input Conditions

Contributions

Reachability EPN + RPNEPN w/o RPN

Given a static scene observed at time t, RPN generates multiple 
hypotheses covering areas that are reachable by a class of 
objects. Learning diverse hypotheses is done via EWTA [8].

However, we need the reachability prior for the futue scene. RTN 
transfers the solution to the future scene using the egomotion of the car. 
Learning is done via self-supervised loss (L1).

Then, FLN learns to predict a heatmap for the future of specific instance. Here the 
reachability prior from RTN serves as attention mechanism for FLN.
Emergence Prediction Network (EPN) is similar to FLN without the object mask.

Framework

(a) Reachability Prior Network (RPN) (b) Reachability Transfer Network (RTN) (c) Future Localization Network (FLN)

Input (for 1 second) Emergence prediction (after 1 second) {object class: car}
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L1 Loss

Transfer the solution 
to the future

Narrow down the reachability prior given 
the conditions of future localization 

conditions: (object past observation)

Results

State-of-the-art results on three large and challenging datasets.

Zero-shot transfer to unseen datasets (Waymo) and noisy 
datasets (Fit).

Ours vs Related Work

Future localization (after 3 seconds)

This is achieved by introducing a new intermediate task (Reachability Prior) solving a 
broader task, then narrowing down the solution to the future localization task.

FLN w/o RPN
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Exploiting the reachability prior improves the multimodality of 
the prediction of both FLN and EPN.

Overcoming the mode collapse of the Bayesian baseline, both 
quanitatively and qualitatively.

EPN reduces the solution space of the reachability prior to cover 
only those areas where an object could emerge.


