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Task and Hallmarks

Data Generation

+

What is Scene Flow?

Textures, e.g. Flickr3D objects: ShapeNet [1]

• 1D search space thanks to rectified images

• lel

• 1D search space thanks to rectified images

• lel

Monkaa [5] assets

Building the SceneFlowNetTraining Schedules

• The network is very large and takes long to train

• In the beginning, we only train early lowresolution losses

• Later, we enable higher resolutions and phase out lowres losses

• The network can then repurpose the deeper layers when they are
no longer constrained by directly attached losses

The task thus splits into

• optical flow,

• disparities and

• disparity change.

The last component fi l ls
gaps left by occlusions.

Training from scratch is not feasible (9x the size of a FlowNet/DispNet! )

1. Interleaving 3 pretrained networks (1x FlowNet [2] and 2x DispNets)

2. Joint retraining on optical flow, 2x disparity, and disparity change

1DCorrelation for Disparity

Benefits of Joint Retraining

• Disparity is a 1D problem , with known structure on rectified images

• Images are processed separately to extract features before joining

• Explicit feature correlation on scanlines enables efficient matching

Custom render code

Available Data

Stereo RGB
• "Clean" and "Final" pass images
• Lossless PNG and efficient WebP

Optical flow
• Left and right view
• Forwards and backwards in time

Disparity
• Left and right view
• Full float32 precision

Disparity change
• Left and right view
• Forwards and backwards in time
• No occluded regions

Segmentation
• Left and right view
• Object and Material level

Motion boundaries
• Left and right view
• Forwards and backwards in time

+ Full camera intrinsics / extrinsics

Scores

14.5 fps on GTX Titan X

Convolutions Between Upsamplings

Closeup of a predicted disparity map without (left) and with (right)
convolutions between upconvolutions.

The additional steps in the synthesis/decoder result in much smoother
predictions.

Our experiments show that all tasks are performed better after joint
retraining, compared to individual extra training for the same time.

Augmentation

• Due do epipolar constraints, disparity and scene flow cannot use all
available augmentation types (less than optical flow)

• We need more source data to get the same amount of effective data

Optical flow Disparity Scene flow

Augmentation all time stereo all time stereo all time stereo

Color changes

Rotation

Translation

Crop / Zoom

General warp

Create a dataset to train deep CNNs for scene flow

• Synthetic data creation accurate dense groundtruth

• Procedurally generated scenes huge amounts of data

• Many data modalities included enables a multitude of tasks

Get the Datasets:
http: //lmb. informatik.unifreiburg.de/resources/datasets/SceneFlowDatasets.en.html

39049 frames

Train your networks for:

Optical flow

Disparity/depth from stereo

Scene flow

Depth from single image

Segmentation

Motion deblurring

.

.

.

Scene flow describes the 3D motion of scene points, just l ike optical
flow describes the 2D motion. Instead of metric values, we can use a
pixelspace formulation to decouple the task from camera intrinsics.

Results

Conjecture: A joint network for scene flow should be able to predict
optical flow and disparity better than two separate specialist networks.

Rationale: The allinone network has access to more scene data (e.g. it
could infer object structure from disparity and use it for optical flow).

Left view, t Right view, t Optical flow truth Disparity truth Disp. change truth

Left view, t+1 Right view, t+1 Optical flow pred. Disparity pred. Disp. change pred.

Example scene flow prediction using a
jointly retrained allinone network.

(Note that this network does not yet
enforce any explicit consistencies
between the scene flow components. )
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The "final stage"
starts at ~40%
of the total allot
ted training time.

• is technically OK, but does not conserve projective effects

which might otherwise be exploited by a learning method

• "not applicable", e.g. there is no time component in disparity

Sintel [3]

Our Datasets

KITTI 2015 [4]
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Disparity Estimation

Datasets
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Disparity Network Architecture
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