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Abstract

Point trajectories have emerged as a powerful means to obtain high quality and fully unsupervised segmentation of objects in video shots. They can exploit the long term motion difference between objects, but they tend to be sparse due to computational reasons and the difficulty in estimating motion in homogeneous areas. In this paper we introduce a variational method to obtain dense segmentations from such sparse trajectory clusters. Information is propagated with a hierarchical, nonlinear diffusion process that runs in the continuous domain but takes superpixels into account. We show that this process raises the density from 3% to 100% and even increases the average precision of labels.

1. Introduction

Current learning frameworks for visual recognition rely on manual annotation including manual segmentation of objects. Taking the best vision system solution to-date – the human brain – such annotation should not be necessary. Infants learn the visual appearance and shape of objects without being provided bounding boxes and segmentations by their parents. There is convincing evidence that infants obtain such object segmentations via motion cues [22, 17] and one could argue that computational vision systems should finally work in a similar way.

Motion analysis of point trajectories is a reasonably robust tool to extract object regions from video shots in a fully unsupervised manner, as recently demonstrated, e.g., in [20, 7]. However, these approaches have to struggle with the fact that motion estimation requires structures to match. In homogeneous areas of the image there are no such structures. This results in point trajectories to be sparse. Although the work in [7] is based on point trajectories derived from dense optical flow and the obtained trajectories could be made dense, trajectories in homogenous areas are less reliable and can hamper their clustering. Moreover, computational constraints require reducing the number of trajectories being analyzed. Spectral clustering of dense point trajectories would be far too slow. Hence, [7] yields trajectory clusters that look very appealing but are sparse – a severe problem, for instance, when aiming to learn shape priors or detectors from the segmentation.

In this paper, we present a variational method that creates dense segmentations from sparse clusters of point trajectories, as shown in Fig. 1. At first glance, this appears to be a simple interpolation problem. Our brain can easily fill the areas between the dots. However, a second glance reveals significant challenges. The point trajectories do not cover some of the most critical areas, especially near the object...
boundaries. Those trajectories that exist near object boundaries are often assigned wrong labels because the underlying optical flow is imprecise in occlusion areas. Finally, in large homogeneous areas there is hardly any label information.

For a good label propagation, the key is to exploit color and edge information, which is complementary to the information used for generating the trajectory labels. Notably, segmentation based on color works the best in homogeneous areas, which are the problematic areas for motion based segmentation. We achieve this by spreading information depending on color homogeneity. To this end, we propose a hierarchical variational model, where we have continuous labeling functions on multiple levels. Each level corresponds to a superpixel partitioning at a certain granularity level. In contrast to a single-level model we have additional auxiliary functions at coarser levels which are optimized in a coupled diffusion process. To the best of our knowledge, this is the first continuous hierarchical model. The advantage of such an approach is that we obtain a structure-aware label propagation thanks to the superpixel hierarchy, while the final solution can be extracted at the finest level and is free of metrization errors or block artifacts known from discrete MRF models.

2. Related work

The problem we consider here is related to interactive segmentation, where the user draws a few scribbles into the image and the approach propagates these labels to the non-marked areas. Several techniques based on graph cuts [4], random walks [12], and intermediate settings [21] have been proposed. The latest techniques are built upon variational convex relaxation methods [23, 18, 14, 16], which avoid the discretization artifacts typical for classical MRFs defined on a graph. The variational technique we propose here in fact builds on the regularizer from [14].

None of these approaches consider a hierarchy. Moreover, labels from point trajectories differ from user scribbles in two ways. First, the labels are generated by an unsupervised approach and are likely to be erroneous, whereas interactive segmentation relies on the correctness of the user’s input. This means, we do not have an interpolation but an approximation problem. For this reason, we do not follow the typical approach of estimating appearance statistics from the annotated areas combined with a typical region based segmentation. We rather formulate the problem as a label diffusion problem, where diffusion takes place on various hierarchy levels. Second, user annotation provides dense finite annotation areas, whereas trajectory labels constitute single points spread over the image. It is not immediate that a variational model acting on such infinitesimally small labels makes sense in the continuous limit. We show that our continuous model satisfies certain regularity properties and thus is a proper continuous formulation of the problem.

Our model is also related to image compression with anisotropic diffusion [11], where only a small set of pixel values is kept and the original image is sought to be restored by running a diffusion process on this sparse representation. On the task of dense motion segmentation, there are many recent works that produce over-segmentations using superpixels, label propagation by optical flow, or other clustering methods [5, 13, 24, 15]. These over-segmentations do not provide object regions. User interactive video segmentation methods can avoid over-segmentation, but are no longer unsupervised [3, 19].

3. Single-level variational model

Given a video shot as input, we apply the clustering approach on point trajectories using the code from [7]. This yields a discrete sparse set of labels, which are consistent over the whole shot. Fig. 1 shows an example frame and the labels obtained with [7]. Approximately 3% of the pixels are labeled.

Let \( \tilde{u} := (\tilde{u}_1, \ldots, \tilde{u}_n) : \Omega \rightarrow \{0, 1\}^n \), \( n \in \mathbb{N} \) be a function indicating the \( n \) different point trajectory labels, i.e.,

\[
\tilde{u}_i := \begin{cases} 
1, & \text{if } x \in L_i \\
0, & \text{else},
\end{cases}
\]

(1)

where \( L_i \) is the set of coordinates occupied by a trajectory with label \( i \) and \( \Omega \subset \mathbb{R}^2 \) denotes the image domain. For simplicity, we focus on single images, although our model could be easily extended to compute a temporally consistent solution for all images of the video.

We seek a function \( u := (u_1, \ldots, u_n) : \Omega \rightarrow \{0, 1\}^n \) that stays close to the given labels for points in \( L := \bigcup_{i=1}^n L_i \). This is achieved by minimizing the energy

\[
E_{\text{data}}(u) := \frac{1}{2} \int_{\Omega} c \sum_{i=1}^{n} (u_i - \tilde{u}_i)^2 dx,
\]

(2)

where \( c : \Omega \rightarrow \{0, 1\} \) is the label indicator function, a characteristic function with value 1 on \( L \) and 0 else.

The above energy puts constraints only on points occupied by trajectories. On all other points, the minimizer can take any value. To force these points to take specific labels, we require a regularizer

\[
E_{\text{reg}}(u) := \int_{\Omega} g \left( \sum_{i=1}^{n} |\nabla_B u_i|^2 \right) dx,
\]

(3)

which is chosen such that it prefers compact regions with minimal perimeter and such that labels are propagated preferably in homogenous areas. The first is achieved by the regularized TV norm obtained with \( \psi(s^2) := \sqrt{s^2 + \varepsilon^2} \).
and $\varepsilon := 0.001$, the second by the diffusivity function $g: \Omega \to \mathbb{R}^+$

$$g(|\nabla I(x)|^2) := \frac{1}{\sqrt{|\nabla I(x)|^2 + \varepsilon^2}}. \quad (4)$$

Since $u_i$ is binary-valued, it lies in the space of functions of bounded variation $BV(\Omega)$, which includes functions with sharp discontinuities [2]. The ordinary gradient operator $\nabla$ is not defined for such functions. Thus, we replace it by $\nabla_{BV}$, which is the distributional derivative and is defined also for characteristic functions. In case of continuous functions $\nabla_{BV} \equiv \nabla$.

Convex combination of the energies in (2) and (3) yields

$$E(u) := \frac{\alpha}{2} \int_\Omega c \sum_{i=1}^n (u_i - \tilde{u}_i)^2 \, dx$$

$$+ (1 - \alpha) \int_\Omega g \psi \left( \sum_{i=1}^n |\nabla_{BV} u_i|^2 \right) \, dx \quad (5)$$

s.t. $\sum_i u_i(x) = 1, \forall x$ with a model parameter $\alpha \in [0,1)$ that can be chosen depending on the credibility of the trajectory labels. In the limit $\alpha \to 1$, the minimizer will be an interpolation, otherwise it is an approximation that can correct erroneous labels.

### 3.1. Minimization

The functions $u_i$ are binary-valued. For we can apply variational methods we must consider the relaxed problem, where we allow $u_i$ to take values in the interval $[0,1]$. Such relaxations have been suggested for many similar problems [8, 18, 14]. Since both the energy and the relaxed feasible set are convex, we find the global minimizer of the relaxed problem. Except for the two-label setting in [8], projecting this minimizer back to the original feasible set generally does not ensure the global optimum but yields a good approximation.

For the relaxed problem, we may assume that $u$ is continuous differentiable, so we may replace $\nabla_{BV}$ by $\nabla$. The Euler-Lagrange equations of the relaxed energy reads

$$0 = \alpha c \cdot (u_i - \tilde{u}_i)$$

$$- (1 - \alpha) \text{div} \left( g \psi \left( \sum_{i=1}^n |\nabla_{BV} u_i|^2 \right) \nabla u_i \right) \quad \forall i. \quad (6)$$

We solve this nonlinear system with a fixed point iteration scheme, where the nonlinear factor $\psi'(s^2) = (s^2 + \varepsilon^2)^{-\frac{3}{2}}$ is kept constant in each iteration. The resulting linear system is solved with successive over-relaxation (SOR). The constraint $\sum_i u_i(x) = 1, \forall x$ is enforced in each fixed point iteration by normalization as proposed in [9]. The obtained relaxed result is projected to $\{0,1\}^n$ via

$$u_i(x) = \begin{cases} 1, & \text{if } i = \text{argmax}_i \{u_i | i = 1, \ldots, n\} \\ 0, & \text{else.} \end{cases} \quad (7)$$

### 3.2. Model consistency

It can be argued that $c$ and $\tilde{u}$, as indicator functions, differ from 1 only on a discrete set, i.e., on a null-set. Following the theory of Lebesgue measures, the energy $E_{\text{data}} \equiv 0$. This problem can be avoided by a minor adaptation of the model. Replace $c$ by its $C^\infty$-approximation $c_{\varepsilon} \in C^\infty(\Omega, [0,1])$ satisfying $c_{\varepsilon} \to c$ as $\varepsilon \to 0$ and the mass conservation $\int_{B_\varepsilon(x)} c_{\varepsilon}(x) \, dx = 1$, where $B_\varepsilon(x)$ denotes the ball with radius $\varepsilon$ at $x$, e.g.,

$$c_{\varepsilon}(x) := \sum_{\tilde{x} \in L} \delta_{\varepsilon}(x - \tilde{x}). \quad (8)$$

Define $\tilde{u}_{\varepsilon}$ analogously as such an approximation to $\tilde{u}$. Note that the mappings $c_{\varepsilon}$ and $\tilde{u}_{\varepsilon}$ are well-defined as mappings with range $[0,1]$ and $[0,1]^n$, respectively. The assumption of a discrete set of input labels assures non-overlapping $\varepsilon$-neighborhoods, and thus implies the well-definedness. Choosing $\varepsilon > 0$ small enough to satisfy this separation property for all $\tilde{x} \in L$ yields the consistent regularised energy $E_{\text{data},\varepsilon}$ by replacing $c$ and $\tilde{u}$ by $c_{\varepsilon}$ and $\tilde{u}_{\varepsilon}$ in (2). We omit the $\varepsilon$ due to notational simplicity.

### 4. Multi-level variational model

The Euler-Lagrange equations in (6) can be interpreted as a nonlinear diffusion process subject to the constraint that the points in $L$ should stay close to their original label $\tilde{u}$. These points serve as sources for spreading their respective label information. The antipoles that consume this label mass are other labels in the neighborhood. Depending on $\alpha$, a source point $x \in L$ can also change its label in the final solution $u$, but it still remains a source of the original label’s mass.

Especially in homogeneous areas, the density of source points is low, i.e., the information must be propagated over large spatial distances, damped by noise and unimportant structures. To overcome this problem, we propose a hierarchical model. The finest level in this hierarchy corresponds to the single-level model we have introduced in the previous section. Additional levels make use of superpixels obtained with the approach from [1]. Fig. 2a illustrates the continuous hierarchy. Fig. 2b shows the corresponding discrete graph structure for helping readers who prefer to think in discrete terms.

Each level $k$, $k = 0, \ldots, K$, in our variational model represents a continuous function that is partitioned into $M^k$ superpixels $\Omega^k_m$, $m = 1, \ldots, M^k$. For $k = 0$ we have the functions $u^0$ and $f^0$ as defined for the single-level model. For $k > 0$ we have the corresponding piecewise constant functions $u^k$ and $f^k$, where $f^k(x) = \frac{1}{|\Omega^k_m|} \int_{\Omega^k_m} f^0(x') \, dx'$ takes the mean color of the corresponding superpixel $\Omega^k_m$. The idea behind these additional auxiliary functions at
coarser levels is to define a label diffusion process that better adapts to the image structures at multiple scales.

We extend the single-level energy from (5) accordingly:

$$E(u) := \frac{\alpha}{2} \int_{\Omega} \rho \cdot \sum_{k=1}^{n} (u_i^k - \tilde{a}_i)^2 \, dx + (1 - \alpha) \sum_{k=0}^{K} \int_{\Omega} g_k \cdot \psi \left( \sum_{i=1}^{K} |\nabla_{\mathcal{BV}} u_i^{k}|^2 \right) \, dx$$

where $u := (u_1^0, ..., u_n^0, u_1^1, ..., u_n^1, ..., u_1^K, ..., u_n^K)$ denotes the label function of the whole hierarchy. The first term is identical to the single-level model, except for an additional weighting function $\rho: \Omega \rightarrow \mathbb{R}$, which will be explained later. Label sources exist only in the finest level. They propagate their information to the coarser levels via the third term, which connects successive levels. The level diffusivities functions $g_k^i$ have the same meaning as the spatial diffusivities $g^k$, but are defined based on the color distance between levels

$$g_k^i(x) := \frac{1}{\sqrt{|I^k(x) - I^{k-1}(x)|^2 + \varepsilon^2}}, \quad \varepsilon = 0.001$$

rad rather than the image gradient $|\nabla I|^2$. The second term in (9) is a straightforward extension of the corresponding term in the single-level model.

What is the effect of the additional levels? The superpixels at coarser levels lead to regions with constant values $I^k$. Consequently, $\nabla I^k = 0$ within a superpixel, which leads to infinite diffusivities $g^k$. In other words, within a superpixel, label information is propagated with infinite speed across the whole superpixel. Thanks to the connections between levels, this also affects points on the next finer level. Rather than traveling the long geodesic distance on the fine level hindered by noisy pixels and weak structures, information can take a shortcut via a coarser level where this noise has been removed.

The hierarchy comes with the great advantage that we need not choose the ”correct” noise level, which just might not exist globally. Instead, we consider multiple levels from the superpixel hierarchy and integrate them all into our model. In theory, it is advantageous to have as many levels as possible. For computational reasons, however, it is wise to focus on a small number of levels. Our experiments indicate that three levels are already sufficient to benefit from the hierarchical model.

Since we formulated the hierarchy as a continuous, variational model rather than a common discrete, graphical model, we have the advantage that we do not suffer from discretization artifacts. This is shown in Fig. 3, where we compare our continuous model to an implementation based on the graph structure in Fig. 2b. Even though we have to discretize the Euler-Lagrange equations to finally implement the model on discrete pixel data, this discretization is consistent, i.e., the discretization error decreases as the image resolution increases. Moreover, a rotation of the grid does not change the outcome. These natural properties are missing in discrete models.

In (9) we have introduced a weighting function $\rho$ that allows to give more weight to certain trajectories. The incentive is that the approach in [7] tends to produce wrong labels close to object boundaries due to inaccuracies of the optical flow in such areas. Hence, it makes sense to increase the influence of labels that are far away from object boundaries, whereas labels close to these boundaries should get less in-
fluence. Since we do not yet know the object boundaries, the distance is approximated by the Euclidean distance to the superpixel boundaries $\partial \Omega_m$ at the coarsest level, which can be computed very efficiently \cite{10}. Based on these distances we define

$$\rho(x) := \frac{\text{dist}(x, \partial \Omega_m)}{|\Omega_m| \sum_{x \in \Omega_m} \text{dist}(x, \partial \Omega_m)}$$  \hspace{1cm} (11)

with $x \in \Omega_m$. This includes a normalization of the distance by the size and shape of the superpixel. In large homogeneous regions, where optical flow estimation is most problematic, $\rho$ increases slowly with the distance. In small superpixels, indicating textured areas, even points close to the boundary are assigned large weights.

### 4.1. Minimization

Minimization of the multi-level model is very similar to the single-level model. The Euler-Lagrange equations of (9) for the levels $k > 0$ read

$$\mathcal{D}^k_i := - \text{div} \left( g^k \psi' \left( \sum_{i=1}^{n} |\nabla u_{i}^k|^2 \right) \nabla u_{i}^k \right) + \left( g^k \psi' \left( \sum_{i=1}^{n} |u_{i}^k - u_{i-1}^k|^2 \right) |u_{i}^k - u_{i-1}^k| \right) - \left( g_{i+1}^{k+1} \psi' \left( \sum_{i=1}^{n} |u_{i}^{k+1} - u_{i-1}^{k+1}|^2 \right) |u_{i}^{k+1} - u_{i-1}^{k+1}| \right) = 0$$

for all $i = 1, \ldots, n$, stating a nonlinear system with variables on multiple levels. Using this term and the Neumann boundary conditions $u_{i}^{k-1} = u_{i}^0$ and $u_{i}^{K+1} = u_{i}^K$ for all $i$, the Euler-Lagrange equations for $k = 0$ read

$$0 = \alpha \rho_c \cdot (u_{i}^0 - \tilde{u}_i) + (1 - \alpha) \mathcal{D}^0_i.$$  \hspace{1cm} (13)

Again we apply fixed point iterations together with SOR. Intermediate states of the iterative method are shown in Fig. 4.

### 4.2. Implementation details

As labels within a superpixel are propagated with infinite speed, we can approximate the whole superpixel by a single constant value. Treating each superpixel as a single grid point, this leads to a considerable speedup as coarse levels consist of only few superpixels. In order to keep the advantages of the continuous model, the length of the interface between two superpixels and their diffusivity must be measured in a consistent manner using a properly discretized gradient operator. Such a discretization can be found, e.g., in \cite[pp. 16]{6}.

At coarser levels, we further add non-local superpixel neighbors. These enable labels to cross obstacle regions that have a significantly different color, for instance the shadow in Fig. 7. We connect all superpixels that are separated by only one further superpixel. Since there is no direct interface that would define the amount of diffusion between two superpixels, we weight non-local diffusivities by the distance between the segments using a Gaussian function

$$w_{ab} := \exp \left( - \frac{\text{dist}^2(a, b)}{2\sigma^2} \right)$$  \hspace{1cm} (14)
where \( a \) and \( b \) denote two superpixels and \( \sigma \) is a multiple of the image size.

To speed up convergence, we run a cascading multigrid strategy on 4 grids. The coarser grids are obtained by down-sampling with factor 0.5. Downsampling affects all functions at all levels including the superpixels. For the variational model at hand, this simple multigrid strategy leads to a significant speedup of factor 35. To allow others to replicate our experiments and to run the code on other sequences, we will provide executables of our implementation.

5. Experiments

For evaluation we use the benchmark introduced in [7]. It contains 204 annotated frames on 26 real world sequences. The evaluation tool coming with the benchmark allows to evaluate short term motion segmentation by running only on the first 10 or 50 frames as well as long term segmentation by running on the first 200 or all frames. Table 1 shows the density, the overall error (per pixel), and the average error (per ground truth region). We compare our variational model using different numbers of levels to the sparse result obtained from [7]. Although we raise the density to 100%, the errors do not increase compared to [7]. Even the contrary is true: the overall error drops from 6.68 to 5.33. This is quite surprising given that we assign labels in difficult locations in the image, such as occlusion areas. The numbers also show that the multi-level model always outperforms the single-level one. In most cases it is worth to use three levels. The results are slightly better than with two levels and the costs for the additional level are low. The good quantitative results are confirmed by the good visual quality of the results. Some examples are shown in Fig. 5.

In most cases, the regions agree with the true object regions.

Compared to the sparse trajectory labels, the classification accuracy increases due to the ability of the approach to correct erroneous labels. As shown in Fig. 6 quite large areas change their label. The amount of label correction also depends on the parameter \( \alpha \in [0, 1) \) that controls the importance of the initial labels versus compact regions. One could think that the quality of the results is very sensitive to the choice of this parameter. In fact, Table 2 shows that this is not the case: as long as \( \alpha \) is not too close to 0 or 1, the parameter can be chosen almost arbitrarily without affecting the average quality of the results.

Fig. 7 shows a qualitative comparison of the single-level and the multi-level model. In the multi-level model, information can spread more easily across larger areas. This is further supported by the non-local diffusivities we add at coarser levels, which allows to fill the court area between the legs despite the shadow and although there is not a single trajectory in this area. The information is propagated directly from other regions of the tennis court due to the...
Table 1. Evaluation on the dataset from [7] with $\alpha = 0.3$. Our variational approach raises the density to 100%. At the same time the error averaged over pixels (overall error) and over ground truth regions (average error) decreases. The hierarchical model performs better than the single-level model.

Table 2. Robustness of the parameter $\alpha$. As long as the initial labels are not completely ignored ($\alpha = 0$), the exact choice of $\alpha$ is not important. Numbers were obtained with the 3-level model.

As our multi-level approach uses superpixels, we also considered a naive voting approach that makes direct use of the same superpixels as in our two-level model. Each trajectory in a superpixel votes for its label and we assign the label with most votes. In case there is no trajectory in a superpixel or two labels get the same number of votes, the superpixel is not assigned any label. Tab. 1 shows that the variational approach clearly outperforms this naive voting method. Even the single-level model performs much better. This is because the finest level in the variational model ensures that we can find all object boundaries. In contrast, superpixel voting cannot recover from superpixels that erroneously cover two different objects. Moreover, the simple voting procedure ignores majorities in neighboring superpixels. Typical failure cases are shown in Fig. 8.

6. Conclusions

In this paper we have proposed a variational hierarchical model for generating dense segmentations from sparse sets of labels. The variational approach simultaneously op-
timizes continuous functions on multiple superpixel levels and is, to the best of our knowledge, the first variational approach acting on multiple levels. We evaluated this approach on the Berkeley motion segmentation benchmark and showed that we obtain dense object segmentations with even higher accuracy than the original sparse input. We also showed that the multi-level model outperforms a single-level model as well as a voting approach based on superpixels. We believe this is another important step towards unsupervised object segmentation in video that ultimately may provide the technology enabling unsupervised learning.
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