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Abstract— Relevance Feedback is an interesting procedure |l. RELEVANCE FEEDBACK USING INVARIANT FEATURE
to improve the performance of Content-Based Image Retrieval HISTOGRAMS
systems even when using low-level features alone. In this work )
we compare the efficiency of one class and two class SupportA. Invariant Features
Vector Ma_chlnes in content-ba_sed image retrieval using Invariant In many cases during Image Retrieval, the exact position
Feature Histograms. We describe our methodology of performing . . . . . .
Relevance Feedback in both cases and report encouraging results2nd orientation of objects in an image is only of secondary
on a subset of MPEG-7 content dataset. value. Thus, it is desirable to have features which are invari-
ant to say, translation and rotation. We use invariant image
features based on invariant integral which were introduced
[. INTRODUCTION by Schulz-Mirbach [1]. Fast approximate invariant features
were successfully used for image retrieval by Siggelkow et
Image retrieval is becoming ever more important as tted.[2]. The invariant features are constructed as follows. Let
amount of available multimedia data increases. Increasibdd = {M(7,5)},0 < i < N,0 < j < M be an image, with
database sizes also means that manual annotation of imAd€, j) representing the gray-value at the pixel coordinate
databases becomes prohibitively expensive. Manual annotatfory). Let G be the transformation group of translations and
has also the drawback that it is very subjective and usetations with elementg € G acting on the images, such
dependent even though sometimes it is the only way to retriewat the transformed image M. An invariant feature must
images when semantic similarity is desired. In this work weatisfy F'(¢M) = F(M), Vg € G. Such invariant features can
deal with Content-Based Image Retrieval (CBIR) where thee constructed by integratin(¢gM) over the transformation
aim of the system is to lead the user to the desired imaggeupG.
;)hnly through automatic processing of the query images that (M) = 1/|G|/ FgM)dg
e user has to offer. G

One way to look at Image Retrieval is that it is centered \yhich for a discrete image is approximated using summa-
around an idea of a “user query concept”, which stands for thgns
kind of images that the user of the system is looking for. The

i i i N—-1M-1 2m(1-1/P)
aim of a CBIR system then is to learn this query concept and I(M) = 1/PNM Z Z Z
deliver appropriate images to the user. The query concept is N
typically semantic (e.g. images of evening sun setting behind a
beach), while the features that can be currently extracted fronfThe summations are replaced by histogramming opera-
general databases are mostly visual and lower level. This legid®r which leads to higher robustness against occlusion or
to the so-calledemantic gapvhich is the biggest showstopperbackground changes while preserving invariance, although
for the wide-scale adoption of CBIR systems [3]. structural information is lost.

Fortunately, this semantic gap can be somewhat reduced byVe usef(X) = (X(4,0).X(0, 8))'/2 applied to each color
different approaches. At one end, one tries to achieve (parti@yer of RGB space to yield a 3D histogram®#8*8 = 512
semantic similarity by pre-segmenting all the images in tHans.
database into meaningful regions, possibly singular objects.

Similarity of two images then is defined through the similaritff: TWo-Class SVM

of their segmented regions. The success of this approach i¥he importance of having good similarity measures for
of course very dependent on the quality of the segmentatiany feature set cannot be overemphasized. Although simple
process. Another approach to reduce the semantic gapraeking methods based on for e, — and L,— norm have
through so-calledelevance feedbackhere the user provides provided good results for single query images, they are not
feedback about the initial results in the hope of getting betteasily adaptable for multiple query images or for performing
results on the basis of this feedback [6]. relevance feedback. Here we use Support Vector Machines

f(gM)
to t1 ¢=0,p+=27/P



TABLE |

(SVM) which have proved to be very adaptable to various SVM KERNELS FORIMAGE RETRIEVAL

machine learning tasks.
Firstly we use a two-class SVM classifier in which we

interpret CBIR as a two class classification problem, the Kernel k(xy)

two classes being the relevant (positive) and the not relevant Linear Xy
(negative) images. Initially the classifier is trained using a Polynomial (v(xi - x;) + coef0)?, ¥ > 0
few random images labelled by the user. Two-class SVM RBF eap(—llx — y|*), >0
solves a classification problem by finding a maximum margin Histogram Intersection iy min(i, yi)

hyperplane that seperates the positive training instances from

the negative ones. Each training instance is represented as

a vectorx € R" and belongs to one of the two classegpject to

L = {-1,1}. The instances lying closest to the hyperplane

are called support vectors and are the only vectors affecting lp(xi) =l <R*+ G, ¢>0,i=1,..1
the hyperplane. In many cases the training instances WoWﬂich leads to the dual

not be linearly seperable in the original feature sp&te In

this case they can be transformed nonlinearly into a higher n;inZaiajk(xi,xj) — Zaik(xi,xi)
dimensional feature spacg with a mapping i, i
¢:R" — F subject to .
0<o < —, a; =1
X = $(x) v Z
One obtains then a classification function of the foffx) = ~ The optimalas can be computed with the help of QP
sgn(w - ¢(x) + b). Through the use of a kerndi(u,v) = optimization algorithms. The decision function then is of the

¢(u).¢(v) different boundaries can be obtained. In fact, th@rm
kernel functionk would lead to classifiers with maximum 2

margin in some mapped feature space even if the mappinJ(X) = sgn(k _Z aiajk(xi’Xj)+2zaik<xi’x)_k(x’x))
itself is not analytically defined, as long as the kernel satisfies N '

Mercer’s condition (Mercer, 1909). This function returns po_sitive for points inside this hyper-

It should be noted that just correct classification is not tigPhere and negative outside (note that although we use the
goal of a general purpose CBIR system, as the concept®fmM hyp_ersph_ere the actual deC|_S|on boundary can be varied
classes does not exist here in the strict sense. More importBhtchoosing different kernel functions). The results are sorted
is an intelligent ordering of the results as the user would md3 the basis of their “positiveness”. Since the actual value of
likely see only the top few results. This behaviour is alreadip functionf(x) is notimportant we can speed up the process
commonly seen by text-search engines, where for e.g., sofyenoting that the first two terms in the def:|S|on function are
query keywords can lead to millions of hits. In a two-clasgonstants. Furthermore the last tefrfx, x) is also constant
SVM, it makes sense to assume that since the sign of % many kernels. Th_us, the images can be ordered simply on
function f(x) is used as the decision boundary, the imagdle basis of decreasing values {x) = 3 _; aik(xi, x)
could be ordered on the basis of their decreasing values of m

f(x). This simple procedure, as we see, provides good results. ) .
Furthermore, the user provides feedback not on the most//é @nalyse results for the following experiments that we

positive images which are shown as intermediate results, §gfducted among others, on a partially labelled data from

rather the images for which the magnitudefdk) is as close 1€ MPEG-7 content set consisting of about 2400 images

to zero, i.e. the images closest to the SVM boundary, as i€ reader is encouraged to try out the web-based demo at

suggested in [8]. http://bart.informatik.uni-freiburg.de/setia/svm/svm.php

. EXPERIMENTS AND RESULTS

A. Good kernel functions for invariant feature histograms

C. One-Class SVM
Selecting a good kernel function is critical to the per-
One-Class SVMs were proposed by Sitiopf et al. [5]. formance of an SVM classifier. However, there exists no

_On_e-CIass SVMs are binary functlt_)_ns Whlch ca!oture "€9198% tomatic method to find the optimum kernel function for a
in input space where the probability density lives (i.e. its

support). Here we are interested only in the distribution of trpearticular data set. Moreover, in CBIR a new SVM machine
pport). y .needs to be trained for each new query. Therefore, the best

relevant images. We try to find a hypersphere which contalpus ed parameters for a particular query image need not work
most of the user-supplied relevant images while being as sm\;’e}lrl1

. . } . . ell for all possible queries.
as possible. This can be written in primal form as: P d
1We acknowledge Tristan Savatier, Aljandro Jaimes, and the Department

1
min R?>+ = ZQ of Water Resources, California, for providing them under the Licensing
RER,(ER  cEF vi P Agreement for the MPEG-7 Content Set (MPEG 98/N2466).
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(a) After first round
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(b) Results after multiple feedback rounds

Precision Recall plots with two-class SVM
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(b) After six rounds of Relevance Feedback

Comparison of different retrieval methods

Fig. 3. The 8 most relevant images gained through training the CBIR system with a one-class SVM using the two relevant examples shown left




We tune the parameters for four kernel functions: linear, IV. CONCLUSION

Gaussian, Polynomial and Histogram Intersection (HI) kernelsyye presented Relevance Feedback methods for use with in-
based on the ground truth we have for this database. Tgjant feature histograms. We also compared the performance
kernels are shown in table I. The first three kernels ag gne-class SVM and two-class SVM for this purpose. We

common from SVM literature. The HI kernel we try outshowed the amount of performance gain that can be achieved
based on our prior knowledge of our histogram-based featurgfier a number of feedback rounds have been performed. We
Indeed, it has also been shown in previous work that pejieve that content-based image retrieval can greatly benefit
based similarity measures are perceptually closer to hum@g,ugh relevance feedback and future research should strive

similarity definitions compared t6, based measures. In [10],in improving the performance while demanding the least from
for example interesting results are reported with the Laplacigfe end user of the system.

kernel, which is similar to the HI kernel.

Figure 1(a) shows the results with different kernels using
two-class SVM with three relevant and five irrelevant images. This work is supported by the German Ministry for Educa-
As was expected, the Histogram Intersection kernel perfortign and Research (BMBF) through grant FKZ 01IRBO2B.
better than the others.
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C. Improvements over multiple feedback rounds

Figure 1(b) shows the Precision-Recall graph after multiple
rounds of Relevance Feedback with two-class SVM have been
performed. As can be seen from the graph, Relevance Feed-
back almost always leads to iterative improvement, but reaches
a point of diminishing returns. The improvement in the initial
rounds is very encouraging. The fact that the results could not
be improved beyond a saturation level could be either due to
limitation in the discriminatory performance of the features
used or as a learning limitation of the classifier used. Our
understanding is that perfect retrieval could not be attained
with this combination of classifier and features because some
images in our ground truth were only semantically similar
while being visually very dissimilar.



