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Abstract

Automatic unloading of piled box-like objects is un-
doubtedly of great importance to the industry. In this con-
tribution a system addressing this problem is described: We
employ a laser range finder for data acquisition, and glob-
ally deformable Superquadrics [2], [22] for object model-
ing. Our technique is based on a hypothesis generation and
refinement scheme. The vertices of the piled objects are ex-
tracted and Superquadric seeds are aligned at these ver-
tices. The model parameter recovery task is decomposed
into two subproblems, each dealing with a subset of the
model’s parameter set. Both region and boundary based in-
formation sources are used for parameter estimation. Com-
pared to a widespread strategy for superquadric recovery
[11], our method shows advantages in terms of robustness
and computational efficiency. In addition, our system ex-
hibits versatility with regard to existing industrial systems,
since it can effectively deal with both neatly placed and jum-
bled configurations of objects

1. Introduction

This paper addresses the depalletizing problem (or
robotic bin picking problem) in the context of which a num-
ber of objects of arbitrary dimensions, texture and type must
be automatically located, grasped and transferred from a
pallet (a rectangular platform), on which they reside, to
a specific place defined by the user. The need for auto-
mated, robust and generic depalletizing systems stems pri-
marily from the car and food industries. Such systems are of
great importance because they undertake a task that is very
monotonous, strenuous and sometimes quite dangerous for
humans. In this contribution we discuss the automatic re-
covery of piled deformable box-like objects (see Fig. 3 (a),
Fig. 7 (a), Fig. 8 (a) ), which are quite often encountered in
distribution centers.

The majority of existing systems [18], [14], [10] em-
ploy primarily intensity imagery and recover objects, either
by detecting markers on their exposed surfaces, or by tem-
plate matching. These approaches although very fast, do
not work satisfactory when the objects are jumbled and in-
herit the major problem of the intensity based systems, that
is, dependency on lighting conditions. Our system employs
a time of flight laser range finder mounted on the hand of an
industrial robot to unload neatly placed and piled box-like
objects. A vacuum gripper is used for grasping the objects
from their exposed surfaces. Deformable superquadrics are
employed for modeling the target objects. In the follow-
ing, we assume that the objects lying on the pallets are full
of material so that they cannot arbitrarily deform and their
dimensions are known. If so, our system exhibits many ad-
vantages comparing to existing approaches: Independence
from lighting conditions since range imagery is used, ver-
satility since our system can deal with both jumbled and
neatly placed configurations, robustness and computational
efficiency. The paper continues as follows: An overview of
the most frequently employed for recovering multiple mod-
els in images is attempted in section 2.1. A coarse outline
of our approach, which combines the advantages of these
frameworks, is presented. In section 2.2, we introduce our
modeling elements (superquadrics). Section 2.3 presents a
detailed outline of our approach and explains how it im-
proves a widespread framework specifically designed for
superquadric recovery from range images. The main com-
ponents of our system are presented in section 2.4. Finally,
section 3 shows experimental results and discusses our sys-
tem’s drawbacks.

2. Object recovery

Our problem belongs to a specific category of image
segmentation problems which aims at recovering multiple
parametric models. A solution to this problem involves
both segmentation and model parameter estimation. In re-
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cent years, it has become clear in the computer vision com-
munity that approaches in which segmentation and param-
eter estimation are coupled from the early steps of the pro-
cess, rather then being isolated, give superior results [11].
Such approaches could be broadly subdivided into two cat-
egories: Methods inspired from the Hough Transform and
methods based on iterative seed evolution.

2.1. Finding multiple parametric models in images

Techniques stemming from the Standard Hough Trans-
form (SHT) are frequently used for parameter estimation.
The major advantage of the method is that no initializa-
tion of the sought model parameters is required. However,
the SHT shows drawbacks: It is memory consuming, com-
putationally inefficient and sensitive to errors in localiza-
tion of image points. Variations of the Hough transform
have been proposed to improve its performance and robust-
ness [16], [20]. Unfortunately, all implementations break
down when the number of model parameters moderately
increases, which is bound to happen when more compli-
cated models or parametric model deformations are consid-
ered. In the event, techniques based on iterative seed evolu-
tion framework of the subsequent paragraph seem to be the
unique alternative.

A major group of algorithms extract multiple paramet-
ric models by initializing a large number of models in the
image, namely the seeds. Each seed can be considered as
an hypothesis of the parameters of a scene object. Seed
evolution based on image data results either to successful
object recovery via hypothesis refinement, or to hypothesis
rejection. Seed evolution is realized by iterative updating of
the seed parameter vector via minimization of a cost func-
tion measuring the dissimilarity of the seed to the image.
Seed interaction (e.g. seed merging, splitting) or selection
is controlled by a process interleaved with seed evolution,
which favors models describing the entire image in an opti-
mal way mainly in terms of accuracy, consistency and sim-
plicity. There exist a variety of techniques originating from
the general framework described, the differences of which
lie mainly in the domain on which the cost functions are
defined on one hand, and in the degree of incorporation of
global shape information in the evolving model on the other.

Cost functions can be devised so that boundary-based in-
formation is taken into consideration [8], [19], [24], region-
based information [3], [17] or both [21],[27], [6]. The lat-
ter, that is techniques combining both approaches are supe-
rior in terms of robustness: Boundary image points inhibit
the evolving seeds from crossing object boundaries. Re-
gion properties are taken into consideration in the model
parameter estimation. Additionally, incorporation of global
(or prior) shape information in the parametric models (as
in [26], [24], [6]) reduces the number of parameters needed

for expressing the model and results in faster fitting to im-
age data.

However, methods based on iterative seed parameter re-
finement tend to fail when the seed parameters are not ini-
tialized near their optimum values. As already mentioned,
the Hough transform based techniques do not suffer from
this problem. Thereby, in our recovery approach the Hough
transform is used to initialize the seeds in the image, the pa-
rameters of which are then refined via an iterative seed pa-
rameter updating framework. Model parameter refinement
utilizes both boundary and region-based image information,
which results in system robustness. Globally deformed su-
perquadrics are used as models. Their small number of pa-
rameters results in fast fast parameter estimation. This ren-
ders our system computationally efficient.

2.2. Parabolically deformable superquadrics

There is a multitude of parametric models incorporat-
ing global shape information, commonly employed in the
computer vision literature for object recovery from im-
ages: generalized cylinders [5], implicit polynomials [15],
Geons [4], spherical harmonic and Fourier surfaces [23],
[24] and others. Among them, Superquadrics [2], [22], [11],
whose shape can vary from an ellipsoid to rectangular paral-
lelepiped, are perhaps the most popular mainly for four rea-
sons: Firstly they comprise a small number of model param-
eters with large expressive power, so that they can describe
many shapes. Secondly, their expressiveness can be further
enhanced by the addition of a couple of global deformation
parameters. Thirdly, fitting of Superquadrics to �� data is
a problem which has been throughly investigated. Robust
and fast fitting methods have been developed. Finally, all
parameters of the superquadrics have an intuitive meaning,
which makes their handling straightforward. Additionally,
by constraining their shape parameters these models can be
made to represent our symmetric box-like objects in a re-
markable way. The combination of those advantages can
not be found in other geometric entities. This led us to nat-
urally adopt them as modeling elements for our application.

Xm Ym

Zm 

(a) Undeformed SQ (b) Parabolically deformed SQ

Figure 1. Box-like superquadrics

Superquadrics (SQs) form a family of parametric shapes,
defined in (1). Fig. 1 (a) depicts a superquadric with its
center of gravity at the origin of the model coordinate frame.
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Points on the surface of an SQ are obtained by assigning
values to the parameters � and � in the range ������ ����
and ��� �� respectively.

����� �� �� � �� �	
������� ������� ������� ������� �
����� �� �� � �� �	
������� �	������ ������� �	������ �
	���� �� �� � �� �	
���	������ �	������ � (1)

The vector � incorporates the SQ parameters: 
�� 
� control
the shape of the SQ, which takes the form of our target ob-
jects when ��� � 
�� 
� � ���. ��� ��� �� express the size of
the SQ along the �������� axes. As will become clear
in later sections, the boundary of a SQ surface plays an im-
portant role in our segmentation framework. Points on the
boundary of the surface contained in the plane �� � ���
can be obtained by fixing � to the value �� defined in (2).
This boundary is shown in bold in Fig. 1 (a),(b).

�� � �����
���

��
�
� ��

�
� ��

�

�� �
�

(2)

We add deformation parameters to the default SQ pa-
rameter vector, to express slight bending of our target ob-
jects. Superquadric global bending along a circular section
by introducing two additional deformation parameters is the
most widespread [22], [11]. However such kind of bending
does not agree with the deformations occurring to our ob-
jects. Parabolic deformations output objects with greater
similarities to the real deformations happening to the piled
target objects on one hand (as illustrated in Fig. 1 (b)), and
results into considerably smaller fitting error residuals than
both those obtained from undeformed or from circularly
bended models on the other.
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(a) Projection on the bending plane (b) Parabolic deformation

Figure 2. SQ global deformations

The implementation of parabolic deformations is anal-
ogous to the technique presented in [22]. We define a
plane perpendicular to the �� � � plane of the model
coordinate system crossing its origin, the bending plane,
which forms an angle � with the �� axis (see Fig. 2 (a)).
The intersection of the bending plane with the �� �

� plane define the bending axis �. Three steps com-
prise the deformation process which transforms a point
������ ��� 	�� on the surface of a non-deformed SQ to
the corresponding point ������ ��� 	�� of the deformed SQ:
Firstly ������ ��� 	�� is projected to the bending plane so
that point������� ���� 	�� is acquired (Fig. 2 (a)), the co-
ordinates of which are now expressed in the bending plane
coordinate system. The quantity ���� ��� is computed in
(3)-(4).

� � ��������� ��� (3)

 � ������ ��
�
��� � ��� (4)

Secondly the deformation on the bending plane is per-
formed: The SQ bends in such a way so that the point ��
transforms to ����� 	��. This is done via a user defined
deformation function ����, a parabola in our case, so that
	� � 	� � ���� (Fig. 2 (b)). Finally, the point �� is back
projected to a plane parallel to the bending plane passing
from the original point �� to obtain the final point �� (see
Fig. 2 (a)).

We introduce two deformation parameters: The param-
eter �, which expresses the curvature of the parabola at its
vertex �, as well as the position of the vertex. These two
along with the angle of the bending plane � comprise the
set of deformation parameters. The overall deformation
mechanism for recovering the coordinates of the final point
������ ��� 	�� given the initial point ����� ��� 	�� is ex-
pressed by the set of equations (5).

�� � �� � �� � �������
�� � �� � �� � ������� (5)

	� � 	� � ���� � 	� � ��� � ���

Ideally, the deformation process should be defined so
that the superquadric spine on which the point �� be-
longs bends to a parabolic segment of the same length (see
Fig. 2 (b). This implies that the abscissa � of �� should
be such so that the length of the parabolic arc ending at ��
is equal to . Therefore, the desired quantity � should sat-
isfy (6), which cannot be analytically solved thus introduces
inefficiency in the parameter recovery process.

���
�

�
� � � ����� �� �

���
�

�
� � ������ ���� �� �  (6)

We can avoid this problem by considering that since our
objects are full of material, the parameter � is expected to be
close to zero. Actually, the experimentally observed value
of � is in the order of ����, which allows us to set  � �.
Consequently, the deformation process brings the point ��
to ��� (see Fig. 2 (b)).

Finally, we introduce an additional parabolic deforma-
tion along the axis �� controlled by the parameter �, with
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its vertex lying at the origin of the axis, to express slight
bending occurring simultaneously with the bending along
the arbitrary axis �. Following the same procedure, we
end up with a simple set of equations (7)-(9) describing the
overall global bending deformations.

�� � �� (7)

�� � �� (8)

	� � 	� � ��� � ��� � ���� (9)

The parameter set of our model � comprises nine el-
ements, that is five scale and shape as well as four
global deformation parameters. Six more model pa-
rameters are introduced to allow for model representa-
tion in a general position of the global (world) coordi-
nate system. If we denote as ��� ��� �� the translation
and �� �� � the rotation angles about the ����� axes
respectively, the parameter set of our model becomes:
����� ��� ��� 
�� 
�� �� �� �� �� �� �� �� ��� ��� ���. A point
on the surface of a deformed SQ in the world coordinate
system �������� �� ��� ����� �� ��� 	���� �� ��� originat-
ing from the point �� on the undeformed SQ expressed in
the model coordinate system is generated by first deforming
then rotating and then translating ��.

The implicit from of an SQ which can be obtained from
(1) via simple algebraic manipulations, is given by (10).

��
��
��

� �

��

�

�
��
��

� �

��

� ��

��

�

�
	�
��

� �

��

� � (10)

For fitting an SQ model to � range points ��	� �	� 		�� � �
����, in the world coordinate system, an initial estimate of
the parameter vector � is required. The range points are
then brought back from the world coordinate system to the
model coordinate system using �. The fitting procedure
assuming points corrupted by independent Gaussian noise,
updates the vector � by minimizing ����� of (11), with re-
gard to �. � ����� �� 	� is the SQ inside-outside function
which equals the left part of (10) (see [22], [11] for details).

����� �

�
	��

�
�
��������

������	� �	� 		�� ���
�
� (11)

2.3. Recovery of multiple superquadrics

One of the most successful approaches for recovering
multiple SQs from range data is described in [11], and is
based on the Recover and Select segmentation framework
originally presented in [17]. This technique belongs to the
general category of iterative seed evolution methods utiliz-
ing region-based information. Seeds evolve through region
growing. An inherent problem of the region growing based
approaches, is their weakness in classifying points on the

object boundaries (model overgrowing), which negatively
affects the system’s accuracy and robustness. In order to
address this problem, the authors initialize the system by
placing numerous, small seeds in the image. In addition,
frequent invocations of a model selection procedure based
on the Minimum Description Length (MDL) principle, al-
lows growing of the seeds which do not cross object bound-
aries. However initializing and processing many seeds, re-
sults into computational inefficiency. There is thereby a
clear trade-off between reliability and computational effi-
ciency in the approach.

The model overgrowing problem can be overcome if
boundary based image information is taken into consider-
ation in the evolution process. This kind of information,
can be the outcome of the application of an edge detector to
the image. If attraction forces are associated to the detected
edge points, and if the seeds are placed near the boundaries
of the scene objects, evolution under the influence of the
object boundaries’ forces will ultimately lead to seed align-
ment with the detected object boundaries. In such case no
model overgrowing will occur. Thereby, it is of extreme im-
portance to ensure that the initial seeds are placed close to
the detected object boundaries, or in other words, to guaran-
tee accurate estimation of the seeds’ pose parameters, prior
to starting the evolution process. It is known since years in
the computer vision community [7] that a visible vertex of
box-like objects provides the strongest constraints for accu-
rate determining their pose parameters. Since our target ob-
jects are box-like, detection of vertices of the piled objects
and seed alignment to the vertices, will result in the gener-
ation of seeds with accurate pose parameters, as desired. In
addition, this leads to a significant reduction of the overall
number of seeds: The objects usually expose one of their
surfaces (the largest one) to the sensor, which comprises no
more than four vertices. A limited number of seeds is there-
fore associated with each object in the scene.

Based on the observations presented above, our tech-
nique for recovering box-like superquadrics in images com-
prises the following steps: ���: Edge detection in the range
image is performed, and the edge map is acquired. The
adopted edge detector [12] is based on a top-down de-
tection technique and as such compensates to some ex-
tend the bottom-up, data driven nature of the overall recov-
ery approach. ����: The vertex detection process is initi-
ated: Three-dimensional line segments representing the ob-
ject boundaries are detected by means of a variation of the
Hough Transform technique [20]. All possible pairs of de-
tected lines are considered and orthogonal pairs are inserted
to the set of the detected vertices. Vertex detection is de-
scribed in detail in [13]. �����: Surfaces of superquadric
seeds are aligned to the detected vertices. ����: Seed evolu-
tion takes place, in the context of which the model parame-
ter recovery problem is decomposed into two subproblems:
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Recovery of the boundary pose of the SQ seed aligned to the
vertex in two dimensions, followed by fitting of the three-
dimensional points inside the boundary. The former utilizes
edge based information, the latter region based. Each prob-
lem recovers a subset of the seed parameter vector. ��� Af-
ter the end of the seed evolution a model selection procedure
[11] is invoked, to ensure global consistency by retaining
the optimal models.

This approach shows many advantages: Accuracy and
robustness are the outcomes of effectively dealing with the
model overgrowing problem. In addition, model selection
ensures the output of the most reliable models. Computa-
tional efficiency is primarily earned because of the small
number of initialized seeds, and by decomposing the fitting
problem into subproblems. Moreover, model fitting through
minimization of cost functions like (11), (13), the deriva-
tives of which with respect to the parameters can be analyti-
cally calculated contributes to the system’s efficiency. Note,
that independent seed evolution allows for parallel imple-
mentation of our technique. If one processor per seed is
assigned our system can be used for object recovery in real
time.

(a) Intensity image (b) Detected edges-vertices

Figure 3. Sacks

2.4. Decomposing the problem of superquadric re-
covery

Input of the system is a range image acquired by a
laser range finder. Edge detection and vertex extraction
to the range image corresponding to the intensity image of
Fig. 3 (a) is depicted in Fig. 3 (b). The sensor (world) coor-
dinate frame is attached to the image, defined by the axes
��, ��, ��. The ��,	� coordinates of a range point
���� ��� 	�� express its position on the two-dimensional
image plane and �� expresses its depth value. All points ac-
quired by the laser sensor are points which either belong to
objects or the background, The range points corresponding
to an object lie inside the boundaries of the object’s surfaces
the vertices of which are detected (exposed surfaces). This
suggests a straightforward solution to the recovery problem
consisting of two steps: The determination of the position of
those surfaces’ boundaries in the image and the model pa-

rameter recovery from the range points surrounded by the
boundaries.

The boundary pose is recovered using the edge map.
Since we do not know which edge points belong to the
boundaries, the boundary position can only be determined
by assigning attraction fields to each edge point, initializing
the boundary parameters, and recover them by minimizing a
function expressing the boundary’s energy. The fact that we
are interested in finding points inside the boundary suggests
dealing with the problem of boundary finding in two dimen-
sions. The boundary curve of an aligned seed’s exposed sur-
face, is a parametric curve depending on the parameter vec-
tor of the superquadric model� (defined in section 2.2). Not
all the elements of � need to take part in the curve evolution
process, but only those defining its location and orientation
of the boundary on the image plane, namely the translation
parameters along the �� and �� axes, (�� and �� respec-
tively) as well as the rotation on the image plane expressed
through the parameter�. We consider three subcomponents
of the parameter vector �, namely: ������� ��� ��� 
�� 
��,
������ ��� �� and ������ �� �� �� �� �� ��. �� contains pa-
rameters recovered by the �� boundary finding process.
Range points inside boundary are used to recover ��. Fi-
nally, the size and shape parameter vector ��� remains con-
stant during the recovery process, and its parameters are de-
termined off-line. The paragraphs that follow give a more
detailed description of the internals of our approach.

Model training. The purpose of this initial phase which
is executed off-line is dual: The determination of the shape
and size model parameters one hand, and the estimation of
the statistical properties of the deformation parameters on
the other. For each type of object expected to appear on
the platform, we consider the possible graspable surfaces.
These are surfaces with an area large enough allowing for
object grasping. Note that in most of the cases our rect-
angular shaped objects expose only one graspable surface.
We place one object of each type alone on the pallet so that
the surface is shown to the sensor, remove the background
and fit an SQ model to the points belonging on the surface,
using (11), with the constraint ��� � 
�� 
� � ���. If the
residual is above a threshold (which is usually not the case
when the objects are box-like and full of material) the object
cannot be handled by our application. Otherwise, the esti-
mated size and shape parameters are inserted to ���. In all
optimization procedures subsequently described, ��� will
remain constant. The object is then placed on the pallet
along with other objects so that it bends in various ways,
always exposing the particular surface to the laser source.
The images obtained are manually segmented, an SQ model
is fitted to the points belonging to the surface of the object
and deformation parameters ���� �� �� �� are used to con-
struct their mean �� and covariance matrix 	. In addition,
an estimate of the noise variance ��� is calculated. The vec-
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tors ���, �� and the matrix 	 are then inserted to a model
database and linked with the particular surface of the model.

Zw 
Xw 

a 

b

(a) Seeds in 3D (b) Seeds in 2D

Figure 4. Seed initialization

Seed initialization. Each detected vertex is aligned with
the surfaces of the model database as in [7]. The align-
ment determines the rotation and translation parameters of
the model. Its size and shape parameters, associated with
the surface during model training, are retrieved from the
model database. There are two possible ways in which the
model can be aligned to the vertex each corresponding to
two possible orientations of the graspable surface, as shown
in Fig. 4 (a). Thus, if  the number of objects and ! the
number of graspable surfaces of each object in the model
database, the number of hypotheses generated by each ver-
tex becomes �! . The parameters of the aligned mod-
els are then better approximated by projecting the bound-
ary of each model’s aligned surface to the image plane (see
Fig. 4 (b)) and fitting an SQ model to the points. The seeds
are then passed to the next step of the algorithm, where their
refinement will take place.

(a) Recovered object (b) Recovered boundary

Figure 5. Successful recovery

Seed evolution. Evolution of the boundary of a seed’s
aligned surface on the image plane is inspired by the ap-
proach described in [24] . We suppose that ���� 	� is the
binary edge image resulting from the projection of the edge
range points on the image plane. ���� 	� is the image ob-
tained when a boundary measure"�#� is applied to ���� 	�,
so that ��	� �� � "���	� ���. We now assume that the im-
age � contains the real boundary corrupted by independent
and additive Gaussian noise of standard deviation ��. If

���� � � � the model boundary curve depended on the pa-
rameter set �, the posterior distribution of � is proportional
to the function$� defined in (12), where ! a constant tem-
plate magnitude and %��� the prior distribution of � (see
[24] for the derivation)

$������ � &��%���� �
!

���

�
��

���� 	� (12)

Maximization of $ with respect to � will result to a max-
imum a posteriori boundary matching the data. The sum in
(12) is taken along points on the boundary.  such points
can be retrieved using the parameterization introduced in
(1), by setting � � �� (see (2)) and letting � take  val-
ues such that �	 � ��� � � � ��� . This parameteriza-
tion however supplies more points in the large curvature
areas of the curve. To achieve uniform distribution of the
points along the template alternative parameterizations can
be adopted, like the one presented in [1]. Assuming uniform
prior makes the first term in (12) constant, and thus unim-
portant for the optimization. The second term expresses the
likelihood of the parameters which is proportional to the
quantity �� defined in (13). The seed alignment provides
the initial set of parameters �. The boundary is recovered
by maximizing (13) with respect to the subset �� of �.

������� �

���
	���

������� ��� ��� 	���� ��� ��� (13)

The boundary measure " can be defined in a variety of
ways (see [8] for a more detailed discussion about bound-
ary measures). Defining" as an exponential function of the
distance of the pixel to the nearest edge point is one of the
most widespread solutions. The Euclidean distance used in
our experiments.

For fitting the points inside the region surrounded by the
boundary we minimize the function$� which corresponds
to the posterior distribution of model parameters, with re-
gard to the subset �� of the parameter set �. The prior term
considers only the deformation parameters and biases the
recovered model towards their mean value. The likelihood
term is proportional to the function ����� defined in (11).
The mean value of the deformation parameters �� their co-
variance matrix	 and the variance of the data points ��� are
determined during the model training phase.

$���� � ��� � ���	����� � ��� � �

���
����� (14)

Seed evolution is based on an iterative framework. Each
iteration consists of two steps: Boundary finding by maxi-
mizing (13) followed by region fitting by minimizing (14).
The former updates the �� and the latter �� subsets of the
parameter vector�. The algorithm continues iterating while
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�� increases and$� decreases. An object recovery is con-
sidered successful when the costs associated with the objec-
tive functions drop below user defined thresholds. A suc-
cessfully recovered model is depicted in Fig. 5 (a), and its
boundary in Fig. 5 (b). The model corresponds to the seed
(a) initialized in Fig. 4 (a),(b).

The alert reader is perhaps driven to the conclusion
that although we claim utilizing volumetric models like
superquadrics, we actually use surfaces for segmentation.
This does not hold for the following reason: After the end
of the evolution of all seeds, range points which have a small
distance from each model are associated with it. These may
include points which do not belong to the exposed surface
of the model. An MDL-based model selection procedure
is now invoked (see [11] p.122 for a detailed discussion)
which retains the models which more accurately describe a
bigger number of range points than others. Thus, models
satisfactory supported by points along many bounding sur-
faces are favored against others supported only by points on
the exposed surface.

(c) Seeds in 3D (d) Seed boundaries

(e) Recovered objects (f) Recovered boundaries

Figure 6. Configuration recovery

3. Experimental results

We performed extensive experiments with the system us-
ing a variety of target objects, like sand sacks Fig. 3 (a),
box-like boxes wrapped in a transparent foil Fig. 7 (a)
and cardboard boxes Fig. 8 (a). The models recovered
by our technique are depicted in Fig. 6 (e)-(f), Fig. 7 (b),
Fig. 8 (b) respectively. In addition, Fig. 6 (c) and Fig. 6 (d)
show the seeds and projections of their boundaries in the
image plane, which successfully recovered the objects of
Fig. 3 (a). These figures may give to the reader an impres-
sion of the recovery accuracy of our approach. In terms

of robustness, our experiments demonstrated that the sys-
tem only occasionally fails to find at least one object in the
pile. However, problems are encountered, if the objects are
tightly placed too close one after the other, when no edges
can be detected. We expect that a sensor with a higher accu-
racy or an additional sensor could be used to overcome this
problem. The edge and vertex detection algorithms were
implemented in C. Boundary and region fitting were imple-
mented in MATLAB, using the Levenberg-Marquardt algo-
rithm [9]. For all our experiments a Pentium �� ���$'	
was employed. We used  � ��� uniformly distributed
points on the boundary for fitting. For all the cases edge
and vertex detection lasted about �� seconds on the average.
The average time for seed evolution was about �� seconds.
The overall execution time depends on the number of initial-
ized seeds which as aforementioned depends on the number
of vertices and the number of different objects expected to
be found on the pallet. �� seeds were initialized in the boxes
case, because two different objects are expected to appear.
�� and � seeds were initialized in the box-like and sack ob-
ject case respectively. The overall execution time was ���
seconds for the boxes, ��� for box-like objects and ��� for
the sacks. Note the if one processor per seed is used the ex-
ecution time becomes less then �� seconds. Execution time
is expected to reduce by porting the entire code to C.

4. Conclusions

We presented a system for automatic unloading of piled
slightly deformable box-like objects, using SQ as models.
Superquadric seeds are aligned at the vertices of the ob-
jects. Iterative seed evolution led by a two-dimensional ob-
ject boundary finding resulted in a robust and fast system.
Experimental results demonstrated the applicability of our
approach to recovering a variety of target objects. We as-
sumed however that the size of the target objects is known.
If this is not the case, boundary finding should additionally
recover the unknown size of the objects. This would involve
initialization of small seeds growing along their normal vec-
tor until they encounter edge points. The boundary measure
used to define the attraction forces should change: The clos-
est boundary point along the normal direction of the model
should be determined, as in [25] p.141. The distance values
should be recomputed each time the model grows. Such so-
lutions however are computationally intensive. An efficient
implementation of such a framework is the target of future
work.
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