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Abstract. This paper proposes two new compressed-domain features for color image
retrieval based on the YCbCr color space. They are named Multi-Stage Vector Quan-
tization Index Histograms (MSVQIH) and Mean-Removed Vector Quantization Index
Histograms (MRVQIH). For each color component, to obtain the MSVQIH features, we
extract two MSVQ Index histograms from the two stage VQ index sequences respectively.
Similarly, to obtain the MRVQIH features, we extract two MRVQ index histograms from
the mean index and residual VQ index sequences respectively. The retrieval simulation
results show that, compared with the traditional Spatial-domain Color-Histogram-based
(SCH) features and Vector Quantization Index Histograms-based (VQIH) features, the
proposed two kinds of features can largely improve the recall and precision performance.
Keywords: Image retrieval, Vector quantization, Index histogram

1. Introduction. With the rapid development of computer, multimedia and network
technologies, a large amount of image and video data are created and broadly distributed
over the Internet or via CD-ROM. However, without effective image retrieval it is im-
possible to make use of the huge image databases. There are basically three ways of
retrieving previously stored multimedia data, i.e., free browsing, text-based retrieval and
content-based retrieval. Free browsing is only acceptable for the occasional user and can-
not be extended to users who frequently need to retrieve specific multimedia information
for professional applications. It is a tedious, inefficient, and time-consuming process and
it becomes completely impractical for large databases. Text-based retrieval has two big
problems associated with the cataloging phase: 1) the considerable amount of time and
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effort needed to manually annotate each individual image or clip; and 2) the imprecision
associated with the subjective human perception of the contents being annotated. In a
content-based image retrieval (CBIR) system [1], instead of being manually annotated by
keywords, images are indexed by their own visual content, such as color [2], texture [3]
and shape [4], which are more essential and closer to the human perceptual system than
the keywords used in a text-based image retrieval system.
Recently, many researchers have shown great interests in image retrieval based on

compressed-domains such as vector quantization (VQ) [5-7], DCT [8], DWT [9] and
Fractal coding [10]. Reference [5] extracts features directly from the codeword indices
of each spatial-domain VQ compressed image. Reference [6] extracts features from the
individual codebook generated from each image. Reference [7] uses the index histogram
of VQ-compressed index sequence to describe the features, which are denoted as VQ In-
dex Histograms (VQIH) in this paper. Reference [8] obtains the texture features directly
from the middle and low-frequency DCT coefficients. Reference [9] retrieves the images
in 3 progressive steps using four lowest resolution subbands based on DWT. Reference
[10] shows that, compared with DWT, retrieval based on fractal coding can obtain bet-
ter results for the databases with various kinds of images, but obtains worse results for
texture databases. Unlike the reference [7], based on another two kinds of spatial-domain
vector quantization, multi-stage vector quantization (MSVQ) and mean-removed vector
quantization (MRVQ), this paper presents two new kinds of features denoted by MSVQ
Index Histograms (MSVQIH) and MRVQ Index Histograms (MRVQIH). The remain-
der of this paper is organized as follows. In Section 2, three sub-sections describe the
VQ/VQIH, MSVQ/MSVQIH and MRVQ/MRVQIH respectively. The simulation results
and conclusions are given in Section 3 and Section 4, respectively.

2. Proposed MSVQIH and MRVQIH. In this section, we first give the basic idea
of the VQIH features, and then present the proposed MSVQIH and MRVQIH features
respectively.

2.1. Vector quantization and VQIH. Vector quantization (VQ) is an efficient block-
based glossy image compression technique with a high compression ratio and a simple table
lookup decoder. VQ can be defined as a mapping from k-dimensional Euclidean space Rk

into a finite codebook C={ci| i=0, 1,. . . ,N -1}, where ci is called codeword and N is
the codebook size. Before online encoding, VQ first generates a representative codebook
offline from a number of training vectors using the well-known GLA algorithm [11]. In
image vector quantization, the image to be encoded is first segmented into vectors and
then sequentially encoded vector by vector. In the encoding stage, for each k-dimensional
input vector x=(x1, x2,. . . , xk), we find its nearest neighbor codeword ci=(ci1,ci2, . . . ,
cik) in the codebook C={c0,c1, . . . cN−1}, which satisfies the following condition:

d(x, ci) = min
0≤j≤N−1

d(x, cj) (1)

where d(x , cj) is the distortion between the input vector x and the codeword cj, which
can be defined as follows

d(x, cj) =

kX
l=1

(xl − cjl)2 (2)
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And then the index i of the nearest neighbor codeword assigned to the input vector x is
transmitted over the channel to the decoder. The decoder has the same codebook as the
encoder. In the decoding phase, for each index i, the decoder merely performs a simple
table look-up operation to obtain ci and then uses ci to reconstruct the input vector x .
Compression is achieved by transmitting or storing the index of a codeword rather than
the codeword itself.
For each image, the VQIH feature extraction process for each color component can be

illustrated as follows: (1) Divide the image into blocks with the same size of each codeword,
typically 4×4. (2) For each block, find its nearest neighbor codeword in the codebook,
and assign the codeword’s index to this block. (3) Calculate the index histogram from
the obtained codeword index sequence, with the number of bins being the number of
codewords in the codebook. Here the number of bins is selected to be 64. Because there
are three color components, we can in total get a 192-dimensional feature vector for each
image.

2.2. Multi-stage vector quantization and MSVQIH. The basic idea of multistage
VQ is to divide the encoding task into successive stages, where the first stage performs a
relatively crude quantization of the input vector using a small codebook. Then, a second
stage quantizer operates on the error vector between the original and quantized first stage
output. The quantized error vector then provides a second approximation to the original
input vector thereby leading to a refined or more accurate representation of the input. A
third stage quantizer may then be used to quantize the second stage error to provide a
further refinement and so on.
In this paper, we adopt a two-stage vector quantizer as illustrated in Figure 1. It is

the simplest case and can be used to generate the general multistage vector quantizer.
The input vector x is quantized by the initial or first stage vector quantizer denoted
by VQ1 whose codebook is C1={c10, c11, . . . , c1(N1−1)} with size N1. The quantized
approximation x̂1 is then subtracted from x producing the error vector e2. This error
vector is then applied to a second vector quantizer VQ2 whose codebook is C2={c20, c21,
. . . , c2(N2−1)} with size N2 yielding the quantized output ê2. The overall approximation
x̂ to the input x is formed by summing the first and second approximations, x̂1 and
ê2. The encoder for this VQ simply transmits a pair of indices specifying the selected
codewords for each stage and the task of the decoder is to perform two table lookups to
generate and then sum the two codewords. In fact, the overall codeword or index is the
concatenation of codewords or indices chosen from each of two codebooks. That is to
say, this is a product code where the composition function g of the decoder is simply a
summation of the reproductions from the different two VQ decoders. Thus the equivalent
product codebook C can be generated from the Cartesian product C1 × C2. Compared
to the full search VQ with the product codebook C, the two-stage VQ can reduce the
complexity from N = N1 × N2 to N1 + N2. In other words, with the same complexity,
MSVQ codebook can represent more codewords than that of VQ.
For each image, the MSVQIH feature extraction process for each color component

can be illustrated as follows: (1) Divide the image into blocks with the same size of
each codeword, typically 4×4. (2) For each block x , find its nearest neighbor codeword
in the first codebook C1, and then assign the codeword’s index to this block. (3) For
the error vector e2, find its nearest neighbor codeword in the second codebook C2, and
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Figure 1. Two-stage VQ

also assign this index to the block. Thus each input block corresponds to two indices.
(3) Calculate two index histograms from the two obtained codeword index sequences
respectively. Here, the number of bins for each index histogram is the same as the number
of codewords in the corresponding codebook. We test three cases with N1+N2=64 in the
experiments. Because there are three color components, for any case, we can in total get
a 192-dimensional feature vector for each image.

2.3. Mean-removed vector quantization and MRVQIH. Usually we deal with vec-
tors that have zero statistical mean in the sense that the expected value of each component
is zero. Nevertheless, many vectors such as sampled image intensity rasters have only non-
negative components and hence have nonzero means. The local means over small blocks
can vary quite widely over an image. Furthermore, this mean of an image vector can
often be regarded as statistically independent of the variation of the vector, that is, of the
way the components vary about this average. The term mean of a vector is used in this
section specifically to refer to the sample mean, i.e., the average of all the components in
a vector. Thus the mean, m, of the vector x is a scalar random variable given by

m =
1

k

kX
i=1

xi =
1

k
1tx (3)

where 1=(1,1,. . . ,1)t, the k-dimensional vector with all components equal to unity. The
mean-removed residual, r , of the random variable x is defined as

r = x− 1
k
(1tx)1 = x−m1 (4)

Hence, x can be represented as the sum of a mean vector m1 and the residual vector r
according to:

x = r +m1 (5)

The residual r is the “mean-removed” version of the vector x and has zero mean. Thus
we have a natural decomposition of the original vector into separate features, a mean
(representing a general background level) and a residual (representing the shape of the
vector about its mean). Quantizing these features using separate codebooks is referred to
as MRVQ for “mean-removed VQ” or “mean-residual VQ.”
In this paper, we use the encoding structure depicted in Figure 2. The mean of x is

first computed and quantized with a mean codebook Cm, and the quantized mean m̂ is
then subtracted from each component of x to obtain the residual vector r . Note that
here the residual is computed with respect to the decoder’s reproduction of the mean
rather than with respect to the true mean. The residual vector r is then quantized with
a residual codebook Cr. The output of the encoder includes two indices for the mean and
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residual, respectively. The representation of x offers a simple, and very valuable product
code. The reconstructed vector after quantization of the mean and the residual is given
by

x̂ = r̂ + m̂1 (6)

where m̂ is a quantization level from a scalar codebook Cm of size Nm for the mean code
levels, and r̂ is a codeword chosen from a codebook of size Nr for the residual vectors. In
fact, the overall codeword or index is the concatenation of codewords or indices chosen
from each of two codebooks. That is to say, this is a product code where the composition
function g of the decoder is simply a summation of the reproductions from the different
two quantizers. Thus, the equivalent codebook for x is the product codebook C that
can be generated from the Cartesian product Cm × Cr. Compared to the full search VQ
with the product codebook C, the mean-removed VQ can reduce the complexity from
N = Nm×Nr to Nm/k+Nr. In other words, with the same complexity, MRVQ codebook
can represent more codewords than that of VQ.

Figure 2. Mean-removed VQ

For each image, the MRVQIH feature extraction process for each color component can
be illustrated as follows: (1) Divide the image into blocks with the same size of each
codeword, typically 4×4. (2) For each block, calculate its mean value first, and then find
its nearest neighbor codeword in the mean codebook Cm, and assign the codeword’s index
to this block. (3) Remove the mean value from each dimension of the block to get the
residual vector, and then find its nearest neighbor codeword in the residual codebook Cr,
and also assign this index to the block. Thus each input block corresponds to two indices.
(3) Calculate two index histograms from the two obtained codeword index sequences
respectively. Here, the number of bins for each index histogram is the same as the number
of codewords in the corresponding codebook. We test three cases with Nm + Nr=64 in
the experiments. Because there are three color components, for any case, we can in total
get a 192-dimensional feature vector for each image.

3. Experimental Results. To demonstrate the effectiveness of the proposed features,
we compare our MSVQIH and MRVQIH features with traditional spatial-domain color-
histogram-based (SCH) features and vector quantization index histograms-based (VQIH)
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features based on the same YCbCr color space and the same feature dimension of 192.
We use a standard database [12] in the experiment that is carried out on a Pentium IV
computer with the 2.80GHz CPU. This database includes 1000 images of size 384×256 or
256×384, which are classified into ten classes, each class including 100 images. We first
randomly select 2 images from each class to be the training images, and then generate
the required codebook for VQ (N=64), 2-stage codebooks (N1 +N2=64) for MSVQ and
the required mean and residual VQ codebooks (Nm +Nr=64) for MRVQ as described in
Sections 2.2 and 2.3, with the size of each block being 4×4. To show the performance of
the codebooks for all color components (Note that the encoding quality of the codebook is
not so important in the retrieval applications), we list the average encoding qualities based
on VQ, MSVQ and MRVQ in Table 1. For MSVQ, we test three cases, i.e., (1) N1=32,
N2=32; (2)N1=16, N2=48; (3) N1=8, N2=56. For MRVQ, we test the following three
cases: (1) Nm=32, Nr=32; (2)Nm=16, Nr=48; (3) Nm=8, Nr=56. Then we calculate
the proposed 192-dimensional MSVQIH feature vector and 192-dimensional MRVQIH
feature vector for each color image respectively. For comparisons, based on the YCbCr
color space, we also extract three 64-bin color histograms from each image to compose a
192-dimensional SCH feature vector. To compare the performance more reasonably, we
randomly select 5 images from each class, and thus in total 50 images, as the test query
images. For each test query image, we perform the retrieval process based on each kind
of features. For each number of returned images (from 1 to 1000), we average the recall
and precision value over 50 test query images. Here, the precision and recall are defined
as follows:

precision =
No. relevant images
No. images returned

recall =
No. relevant images

100

(7)

The comparisons of the average P-R curves of SCH, VQIH, MSVQIH (N1 = N2=32)
and MRVQIH (Nm = Nr=32) are shown in Figure 3. The comparisons of the average P-R
curves of MSVQIH with different N1 and N2 are shown in Figure 4. The comparisons of
the average P-R curves of MRVQIH with different Nm and Nr are shown in Figure 5. From
these results, we know that we can obtain much better recall and precision performance
with the proposed two kinds of features than that with the traditional SCH features. In
addition, the proposed MSVQIH and MRVQIH features are also better than the VQIH
features over the whole P-R Curve. We can also note that the performances of MSVQIH
(or MRVQIH) with different parameters are nearly the same.
From Table 1, we can see that, for the Y component, we should use more codewords

to get better encoding quality for the dynamic range of the Y component is much larger
than that of the Cb or Cr component. Thus we also do another experiment to show
the performance with different number of codewords for different component. In this
experiment, we use N=128, N1 = N2=64, Nm = Nr=64 for the Y component and use
N=32, N1 = N2=16, Nm = Nr=16 for the Cb or Cr component. The comparison of
the average encoding quality is given in Table 2, and the comparison of the P-R curve is
given in Figure 6. Comparing Table 2 with Table 1, we can see that the improvement in
the encoding quality for the Y component is obvious, while the decrease in the encoding
quality for the Cb or Cr component is acceptable. From Figure 6, we can see that,
in the case of allocating more codewords to the Y component, the proposed MSVQIH
and MRVQIH methods also have better performance than the VQIH and SCH methods.
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Table 1. Comparisons of the average encoding quality using different com-
pression methods and with different parameters

Method Parameters
Average encoding quality (dB)
Y Cb Cr

VQ N=64 25.97 43.74 43.57

MSVQ

N1=32,N2=32 27.70 47.08 47.72
N1=16,N2=48 27.53 46.87 46.99
N1=8,N2=56 27.33 46.27 46,20

MRVQ

Nm=32,Nr=32 27.55 47.21 48,22
Nm=16,Nr=48 27.58 46.96 46.98
Nm=8,Nr=56 27.45 45.81 46.10

Figure 3. The comparisons of the average P-R curves of SCH, VQIH,
MSVQIH (N1 = N2=32) and MRVQIH (Nm = Nr=32)

However, comparing Figure 6 with Figure 3, we can see that the retrieval performance of
each method decreases slightly. The reason is that the number of codewords for Cb or Cr
component are too few for feature description in this case. From this fact, we also know
that the better encoding quality cannot guarantee the better retrieval performance.

4. Conclusions. This paper presents new features based on two kinds of VQs for color
image retrieval. The first advantage is that the proposed features can be quickly ex-
tracted from the compressed data. Secondly, because the two stages of MSVQ reflect
the rough and detailed information distribution of each image respectively, and the mean
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Figure 4. Comparisons of the average P-R curves of MSVQIH with dif-
ferent N1 and N2

Table 2. Comparisons of the average encoding quality using different com-
pression methods and with different parameters for Y, Cb and Cr compo-
nents

Method
Average encoding quality (dB)

Y
(N = 128, N1 =
N2 = 64, Nm =
Nr = 64)

Cb
(N = 32, N1 =
N2 = 16, Nm =
Nr = 16)

Cr
(N = 32, N1 =
N2 = 16, Nm =
Nr = 16)

VQ 26.79 41.77 42.16
MSVQ 28.67 44.81 44.46
MRVQ 28.35 44.64 45.23

and residual parts of MRVQ can reflect the average luminance and detailed information
distribution of each image respectively, the proposed MSVQIH and MRVQIH features are
much better than the traditional SCH features and also better than the VQIH features.
In fact, MSVQ and MRVQ can have more equivalent codewords than VQ (for example, in
Table 1 and Figures 3-5, 32×32>16×48>8×56>>64), thus their retrieval performances
are better than VQIH features. Future work will concentrate on how to adaptively extract
different kinds of features from different (e. g., background and foreground) parts of the
image.
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Figure 5. Comparisons of the average P-R curves of MRVQIH with dif-
ferent Nm and Nr
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