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Summary 
In the application of content-based image retrieval, the ideal 
characteristics should be invariance to geometrical 
transformations. That is, once the image undergoes geometrical 
transformations, we expect the features extracted from the image 
are invariant. Thus, in this paper, rotation, scaling and translation 
(RST) invariant features for image retrieval are investigated, and 
a new method is proposed to extract these features. This method 
performs log-polar transformations on images in order to convert 
the scaling and rotation transformations to translation 
transformations, and then utilizes the translation and rotation 
invariance property of the Burkhardt’s features to extract 
RST-invariant features. Moreover we take the structural 
information into account and combine it with the histogram 
descriptor. By combining these techniques ingeniously, we can 
retrieve both the RST transformed images and the similar images 
of the query image. The retrieval performance of the proposed 
method is illustrated in experiments and its advantages are shown 
by comparing with other methods. 
Key words: 
Image retrieval, invariant features, RST invariant features, 
log-polar transformations. 

1. Introduction 

In view of the overwhelming accumulation of the digital 
databases, the development of retrieval systems which 
allow efficient browsing, searching and retrieving of 
digital images is urgently needed. CBIR (contend-based 
image retrieval) has become a hotspot of digital image 
processing techniques since the early 1990’s. Many 
research groups in leading universities and companies are 
actively working in this area and a fairly large number of 
prototypes and commercial products are already available 
[1]. Generally, the existing retrieval methods utilize the 
features of an image to describe and retrieve similar 
images. However, among the valid features, many are lack 
of   invariance especially in the case of geometrical 
transformations applied on image.  This will result in the 
mismatch of the retrieval process when the image’s 
orientation, position or scale is altered. Thus it is necessary 
to find image features with invariance to geometrical 
transformations and the content-based image retrieval 
methods which can retrieve both specific and generic 
objects become more and more important. The difficulty 

of this goal is to determine the identity of an object under 
arbitrary viewing conditions in the presence of cluttered 
real-world scenes or occlusions [2]. The histogram 
descriptor is proved to be robust to the changes of object’s 
orientation, scale, partial occlusion or changes in the 
viewing direction. However all structural information is 
lost in the histogram. To solve this problem, the 
combination of DWT (Discrete Wavelet Transform) or 
DFT (Discrete Fourier Transform) with the feature 
extraction method is proposed. But these methods need 
time-consuming computations, and can not meet specific 
application requirements.  

In this paper we propose a new method that doesn’t need 
to transform the image to the frequency domain but 
utilizes the property of the log-polar transformation and 
Burkhardt’s invariant features [2] to extract RST-invariant 
features. The texture structural information is also taken 
into account, because it represents the structural 
information of the original images in some sense. This 
method is proved to have good performance in retrieving 
both RST transformed images and other similar ones of the 
query image in a database with more than 1000 images. 
The rest parts of this paper are organized as follows. In 
Section 2, the principle of RST-invariant features is 
introduced. And then the detailed feature extraction 
method is described in Section 3. In Section 4, the 
simulation results of our method are shown in P-R curves. 
Section 5 concludes the whole paper. 

2. The RST-Invariant Features  

2.1 Translation and Rotation Invariant Features  

The method mentioned in this paper draws inspiration 
from the invariant features proposed by Burkhardt [2]. The 
main idea is to utilize the property of the invariant features 
remaining unchanged when the data is transformed with a 
group of geometrical operations. In [2], a kind of global 
feature invariant to rotations and translations are presented. 
Given a gray-scale image 
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and an element Gg∈  of the group of image translations 
and rotations, the transformation can be expressed as: 

      )())(( xMxM ′=g , with 
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Based on above definition, an invariant transformation T 
must satisfy 

)()( MM TgT = , Gg∈∀                  (3) 

For a given gray-scale image M and an arbitrary 
complex-valued function )(Mf , it is possible to 
construct such an invariant transformation T by the 
following Haar integral: 
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The calculation strategy can be illustrated by Fig. 1. If we 
select a simple function 

)0,2()1,0()( MMM ⋅=f                (5) 
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Fig. 1  Calculation strategy for invariant integration in the case of 
Euclidean motion. 

For discrete images [2,3], because we choose integers for 
),( 10 tt  and we use K steps for ϕ , we can obtain the 

following formula: 
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However, because the above equation is of linear 
complexity in the number of pixels covered by the kernel 
function of finite support, we need a reduction in the 
calculation complexity. On the other hand, due to the 
above global averaging, non-local errors like greater 
occlusion or changing background can cause problems, 
thus we need another description method to preserve the 
local information. Considering the above two facts, we can 
apply the Monte-Carlo method together with the histogram 
description method as follows:  

Step 1: Generate a set of n random 3-D vectors 
},...,,{ 110 −= npppP  that are equally distributed in 

}20,0,0|),,{( 110010 πϕϕ <≤<≤<≤ AtAttt . 

Step 2: Compute  

},...,,{}),,(|)),,(({ 1101010 −=∈= nsssttttgf PMS ϕϕ (8) 

where 1,...,1,0, −= nisi  are scalars. Here inter-grid 
positions are handled applying bilinear interpolation. 

Step 3: Compute the histogram for the array S. 

2.2 Scaling and Rotation Invariant Features  

The method that combines the invariant features given 
above with the histogram descriptor has been successfully 
applied to the task of texture classification and texture 
defect detection [4]. It also has fast query performance in 
real image retrieval system after the reduction of the 
calculation complexity by using estimation of the features 
instead of deterministic calculation [5].  This method is 
proved to be good at constructing rotation and translation 
(RT) invariant features. However, it is sensitive to image 
scaling transformations [6]. In order to solve this problem, 
a method is proposed in this paper to improve Burkhardt’s 
RT-invariant features. This method can construct rotation, 
translation and scaling (RST) invariant features of the 
image.  

In this paper, we utilize the log-polar transformation to 
convert the scaling and rotation transformations to 
translation transformations. We can rewrite the rectangle 
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coordinate ),( 10 xx  in the polar form as 

,cos0 θρx = θρx sin1 = . Then the image ),( 10 xxM  
can be described as ),( θρM . If an image is rotated by φ  
degrees, then it can be described by ),( φθρ +M ，that is, 
the rotation transformation is converted into a translation 
transformation. On the other hand, assume that ρλ ln= , 

),( θρM can then be written as ),( θλeM , that is 

),(),( 1 θλθλ MM =e . Thus the image is described as 
),(1 θλM  in the log-polar coordinate system. If the scale 

of an image is changed, e.g., from ρ  to ρa )0( >a , the 
transformed image can then be described by 

),ln(1 θλ a+M ，thus the scaling transformation can be 
also converted into a translation transformation. After the 
log-polar transformation (LPM), we can then apply 
Equation (8) and the histogram descriptor to the log-polar 
transformed images to extract invariant features named 
RST-Invariant features in this paper. The two examples of 
log-polar transformation results are shown in Fig.2 and 
Fig.3. 

     

     

Fig. 2  Log-polar transformation converts the rotation transformation of 
the original image (from up-left to bottom-left) into a translation 

transformation (from up-right to bottom-right). 

3. RST-Invariant Feature Extraction  

The main idea of our method used in the feature extraction 
process is to perform the log-polar transformation on the 
image first, and then use Equation (8) and the histogram 
descriptor to calculate the features. However, unlike the 
original Burkhardt’s calculation method, we use a totally 
different method to calculate RST-invariant features. Here 
we only choose the H component based on the HSV color 

space to construct features to reduce the computation 
complexity. In fact, we can consider more components to 
improve the retrieval results if necessary. The entire 
process is showed in Fig. 4, which can be divided into four 
steps: 

          
                       

          

Fig. 3  Log-polar transformation converts the scaling transformation of 
the original images (from up-left to bottom-left) into a translation 

transformation (from up-right to bottom-right). 

Step1:  Select a part of the image pixels to calculate 
local translation invariant features, because it will be 
time-consuming if all the image pixels are taken into 
account to construct invariant features. Thus we only 
select 1K )0( 101 NNK ×<<  pixels randomly from the 
image without losing the globality. For each selected point 
we use the following equation to calculate each feature 
value. 

∑
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where )(1 x,yS  is the feature value for the selected point 
(x,y), r is the radius of the kernel function that is confined 
by rNxr −<< 0 and rNyr −<< 1 , and 

)2,,,(
L
iπψryxg =  is the pixel value of the point that is 

on the circle with radius r and angle 
L
iπ2  around the 

coordinate (x,y). Here, we use the bilinear interpolation to 
get the pixel value of the point whose coordinates are not 
integer. Here all the pixel values are transformed to be in 
the interval [0,1] before feature calculation. 

Step2: Perform the log-polar transformation on the 
original image. Change the rectangular 
coordinate ),( yx into the polar coordinate ),( θρ , where 

)0,( R∈ρ , )2,2min( 10 NNR = , and )2,0( πθ ∈ . Then we 
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transform a part of Image ),( θρM  into Image )(m,nM  
in the log-polar coordinates with bilinear interpolation. 
Set ,2,5 maxmin RR == ρρ 256/)lnln( minmax ρρρ −=Δ and 
n=1, 2, …, 256. Set 256,/2 πθ ×=Δ m=1, 2, …, 256, 
and 2,2 1000 NyNx == [8]. The transformation can 
then be shown as follow: 
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Here, the size of the transformed image )(m,nM  
is 256256× . So this process also normalizes different 
image sizes into the same size 256256× . 

Step3: Select 2K  pixels randomly from the 
transformed image ),( nmM  to calculate local rotation 
and scaling invariant features ),(2 yxS  for the original 
image. The specific process is the same as Step1.  

Step4: Calculate the accumulation histogram for the 
extracted RST-invariant features [7]. Here we combine the 
features calculated in Step1 and Step3 with the histogram 
descriptor. Here, we calculate a L2 -bin histogram where 
the first L bins are for the 1K  translation-invariant feature 
points and the remained L bins are for the 2K scaling and 
rotation-invariant features, where L is the number of angle 
steps we set to calculate the local features in Step1 and 
Step3. Thus, we can obtain the following combined 
features. 
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In this paper, we use the following equation to calculate 
the distance between two images p and q during the 
retrieving process.  
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4. Experimental Results  

The proposed method has been implemented on Visual 
C++ 6.0 platform. Since most common evaluation 
measures used in Image Retrieval (IR) are precision and 
recall as shown in Eqs. (13) and (14) [9], which are usually 
presented as a precision vs. recall graph (PR-graph). Thus, 
to give a just and impersonal evaluation of the retrieval 

efficiency of our method [10], the PR graph is used in this 
paper. The method is tested on a certain database with 
1000 images [11]. It consists of ten categories including 
people, beach, building, bus, dinosaur, elephant, flower, 
horse, mountain and food, each containing 100 images. 
The images are JPEG formatted color images of different 
sizes. From each category, five images are selected 
randomly and twelve geometry transformations are applied 
on each selected image, e.g. changing the scale of the 
image and then putting them back into the database. The 
purpose is to test the retrieval performance for transformed 
images. For the 50 images which are selected to be the 
query images we take down their precision and recall 
values when the user retrieves 1, 2, …, 1600 images. For 
each number of retrieved images, we calculate the average 
precision and recall value over all test query images. And 
thus we can get a PR graph with 1600 points.  

 
Fig. 4  RST Invariant feature extraction process. 

In the simulation, we use L=20, K1=K2=3000 and test two 
cases to compare the retrieval performances among three 
kinds of features, i.e., the color histogram features, 
Burkhardt’s RT-Invariant features and our RST-Invariant 
features. The first test is to show the performance of 
retrieving the RST-transformed images from the same 
image, and the comparison results are shown in Fig. 5. The 
second test is to show the performance of retrieving 
images similar to the query image, and the results are 
shown in Fig. 6. 

5. Conclusions  

This paper presents a method to extract RST-invariant 
features by performing LPM transformation on the image. 
Experimental results indicate that the retrieval based on 
our feature extraction method performs well on a database 
with 1600 JPEG color images of different sizes. Compared 
with the other two methods, it outperforms in retrieving 
both the RST transformed images and the similar images 
of the query image. Moreover, its computational 
complexity is much less than the methods that use the 
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invariant property of DFT or DWT descriptor. Our future 
work will focus on extracting invariant features which are 
robust to illumination changes and other geometric 
operations. 
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Fig. 5  Performance Comparisons of retrieving transformed images from 
the same image. 
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Fig. 6  Performance comparisons of retrieving images similar to the 
query image. 

 

Fig. 7  Retrieval results from a query example. 
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