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Abstract

Active learning aims to reduce the high labeling cost
involved in training machine learning models on large
datasets by efficiently labeling only the most informative
samples. Recently, deep active learning has shown suc-
cess on various tasks. However, the conventional evalu-
ation scheme used for deep active learning is below par.
Current methods disregard some apparent parallel work in
the closely related fields. Active learning methods are quite
sensitive w.r.t. changes in the training procedure like data
augmentation. They improve by a large-margin when in-
tegrated with semi-supervised learning, but barely perform
better than the random baseline. We re-implement various
latest active learning approaches for image classification
and evaluate them under more realistic settings. We further
validate our findings for semantic segmentation. Based on
our observations, we realistically assess the current state of
the field and propose a more suitable evaluation protocol.

1. Introduction

Supervised training of convolutional networks has
shown remarkable success in various computer vision tasks.
Its price is the collection of large datasets and their annota-
tion. Especially the data annotation is a common bottle-
neck. Depending on the task, its cost may vary from a few
seconds to a few hours per sample.

Active learning (AL) presumably mitigates this large an-
notation cost. It is based on the attractive idea that some
samples are more valuable for learning than others - by
identifying those in the pool of unlabeled data, we can use
an annotator’s time more efficiently. The typical process in
AL includes multiple cycles, where in each cycle a batch
of samples is selected from the pool of still unlabeled data
using a query function. The selected samples are manually
annotated and are added to the labeled set. Then the model
is re-trained. The process is repeated until the maximum an-
notation budget or the desired performance level is reached.

The appeal of the active learning idea has spawned a
multitude of ConvNet-based AL methods. In this paper we
aim to objectively assess the state of the field and challenge
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Figure 1. State-of-the-art active learning methods do not consis-
tently use modern data augmentation techniques or advances in
the closely related field of semi-supervised learning which leads
to the wrong impression about the current state of the field. Re-
sults are shown for image classification on CIFAR 10.

the principal hypothesis behind active learning: active se-
lection of the samples to be labeled leads to a significant
reduction in the annotation effort compared to random se-
lection. Our study seeks answers to the following four sci-
entific questions.

(1) Since a widely accepted evaluation protocol is miss-
ing, methods are often tested under incompatible circum-
stances: different architectures, different augmentation
strategies, etc. We evaluate the effect of compatible exper-
imental settings on the ranking of methods. In particular,
do AL methods work consistently well in conjunction with
data augmentation?

(2) Contemporary papers on active learning largely ig-
nore the progress of the closely related field of semi-
supervised learning, where approaches effectively operate
under the same assumptions with regard to the used data.
What is the effect as concepts from semi-supervised learn-
ing are integrated into active learning?

(3) Existing methods are typically not evaluated in a low-
budget setting - a mode crucially important to kick-start net-
work training on a new dataset. How do active learning
concepts work in such low-budget regime?
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(4) Active learning is typically evaluated only on im-
age classification tasks where manual labeling is relatively
cheap compared to other tasks, e.g. semantic segmentation.
Can active learning better exploit its potential in the more
costly scope of semantic segmentation, where efficient an-
notation is practically more relevant?

In this work, keeping in mind the aforementioned ques-
tions, we perform an extensive comparison of existing ap-
proaches for image classification and semantic segmenta-
tion. Our experiments reveal that the progress recently
made in the field of active learning is practically negligible
when viewed under more realistic circumstances: in par-
ticular, using modern data augmentation and taking the ad-
vances of semi-supervised learning into account, see Figure
1. Based on our extensive study, we suggest a more suitable
evaluation protocol.

2. Related Work

Deep active learning (AL) methods can be categorized into
three types: uncertainty-based methods, representation-
based methods and learning-based methods. Additionally,
some methods have proposed a hybrid approach.

Uncertainty-based methods try to find the samples which
are hard to learn. Several methods have been proposed
to estimate uncertainty for neural networks using bayesian
[8, 15, 16, 23] and non-bayesian approaches [25, 32]. Gal
et al. [17] proposed to estimate posterior uncertainty using
dropout for active learning. Wang et al. [41] used the en-
tropy of the softmax output in a neural network as a proxy
uncertainty measure to query samples. Beluch et al. [6] use
ensemble method to estimate prediction uncertainty and se-
lects new samples based on a statistical measure of com-
mittee disagreement called variation ratio [21]. They show
this method outperforms all other uncertainty-based meth-
ods. Representation-based methods [36, 43], also referred
as density-based methods, try to find a diverse set of sam-
ples that optimally represents the complete dataset distri-
bution. Sener et al. [36] formulated the active learning
problem as core-set selection and showed effectiveness for
CNNs. Learning-based approaches [39, 44] use an auxil-
iary network module and loss function to learn a measure
of information gain from new samples. Yoo et al. [44] pro-
posed to learn a loss prediction module to predict target
losses of unlabeled samples and selects samples with high-
est predicted loss. It can also be considered as a pseudo-
uncertainty heuristic. Sinha et al. [39] proposed a semi-
supervised active learning approach that learns a VAE-GAN
hybrid network to select unlabeled samples that are not well
represented in the labeled set. It can also be considered as a
representation type method.

Many of the above mentioned approaches mainly focus
on image classification. Lately, a few works have proposed

to solve tasks involving higher annotation cost like object
detection [44], pedestrian detection [44], human pose esti-
mation [27] and segmentation [20, 39]. We focus on seman-
tic segmentation in this work, since creating segmentation
masks is a highly expensive labeling task. This makes it
one of the most relevant task for active learning. Suggestive
Annotation [43], Cereals [28] and VAAL [39] are few works
which have shown applicability of deep active learning for
semantic segmentation. VAAL is a task-agnostic learning-
based approach using adversarial training. Suggestive An-
notation is a hybrid approach proposed for a binary segmen-
tation problem. Cereals is a patch-based selection approach
based on a hybrid heuristic of uncertainty, learned labeling
cost model and spatial coherency of the image.

Semi-supervised Learning (SSL) methods make use of the
unlabeled data for training the model. Effectively, this class
of methods uses the same amount of information as the AL
methods. SSL has recently seen a lot of progress due to con-
sistency regularization [7, 42, 46]. Consistency regulariza-
tion minimizes the discrepancy between class predictions of
differently perturbed unlabeled image. Various additional
schemes have been proposed to avoid overfitting and to im-
prove training stability, such as temporal ensembling [24],
student-teacher model [40], adversarial perturbation [30],
self-supervision [46], data filtering [42], and snapshot en-
sembling [5]. In this work, we use a semi-supervised learn-
ing method UDA [42] for image classification.

A few recent works [19, 29] applied semi-supervised
methods also to semantic segmentation. Mittal et al. [29]
proposed s4GAN that uses a conditional GAN [18] to learn
from unlabeled images, French et al. [14] used consistency
regularization and Kalluri et al. [22] proposed a feature
alignment objective to learning from unlabeled samples.
We make use of s4GAN [29] in this work.

Semi-supervised Active Learning. Most representation-
based AL methods use unlabeled samples to learn the un-
derlying distribution, but only a few methods use semi-
supervised learning to improve their selection criteria [35,
36, 39, 41]. Sinha et al. [39] used unlabeled pool to learn
its distribution against the distribution of labeled samples,
but do not take its advantage to improve the feature repre-
sentation of the target model itself. Sener et al. [36] have
also previously shown the advantage of using the unlabeled
pool for learning the target model. Wang et al. [41] also ex-
plored the usage of the most-certain samples from the un-
labeled pool using pseudo-labeling, but the pseudo-labeling
process can easily propagate erroneous labels if not tuned
properly. Ravanbakhsh et al. [35] proposed a GAN-based
approach to make use of the unlabelled pool and utilizes the
discriminator score to query low-confident samples for ac-
tive learning. Recently, two open-source concurrent works
[2, 3] have also shown some similar findings as our work.
However, they are restricted to only image classification.



Oliver et al. [31] raised concerns about the evaluation
scheme for semi-supervised learning to help guide its ap-
plicability to real-world problems. In this work, we raise
similar questions about unrealistic evaluation schemes for
active learning by providing evidence through extensive ex-
periments. In the following sections, we analyze the perfor-
mance of active learning methods for image classification
and semantic segmentation respectively.

3. Active Learning for Image Classification
In active learning, we usually start with a small set of la-

beled samples Lwhose size is defined by the initial labeling
budget Bi and a large pool of unlabeled samples U . In each
cycle, a set of samples is selected from the unlabeled pool
U according to the sampling budget Bs and added to the la-
beled set L with the corresponding annotations provided by
the oracle annotator. The selection of samples is performed
using a query function, which can be learned using the full
set of available samples (U ∪L). This process is also called
pool-based active learning. This acquisition step is iterated
over several cycles until the objective is achieved.

In this section, we assess the performance of state-of-the-
art AL methods for image classification and compare them
with the state-of-the-art semi-supervised approach. We val-
idate our experiments using at least one recent approach
from each of three categories of AL methods as defined in
the related work section.

3.1. Baseline Methods

Random. A new set of samples is selected randomly from
the unlabeled pool and is added to the labeled pool with
annotations.
Entropy [38] is an information-theoretic measure used as
an uncertainty metric for sampling. This method naively se-
lects samples for which the pseudo-probabilities predicted
by the softmax classifier have the highest entropy.
Ensemble with Variation Ratio (ENS-varR). The second
method, which selects samples based on an uncertainty cri-
terion relies on using ensembles. It has been shown to con-
sistently outperform all other uncertainty-based approaches
for active learning by Beluch et al. [6]. The core of the
method is to calculate the variation ratio (varR) metric given
as the proportion of predicted class labels that are not the
modal class prediction:

varR = 1− fm
T

, (1)

where fm is the frequency of the modal class and T is the
number of ensemble members. This heuristic is motivated
by the query-by-committee algorithm proposed by Seung et
al. [37]. The query function selects the samples with larger
varR values. The ensemble is only used for sample querying

- the target performance is still reported for a single model.
Similar to Beluch et al. [6], we use an ensemble of 5 models
for our experiments.
Core-set. This type of method selects a batch of samples
such that the performance of the model trained on the la-
beled set matches the performance of the model trained on
the whole dataset [34]. The recent core-set approach pro-
posed by Sener et al. [36] casts the core-set selection prob-
lem as a k-center problem and proposes a robust k-center
approach. The proposed approach chooses a subset, such
that the largest distance between chosen point and unlabeled
points is minimized in the feature space. For the core-set ap-
proach, we make use of the k-center greedy implementation
since it is much faster and only performs marginally worse
than the robust version.
Learning Loss (LL). This method [44] proposes a loss pre-
diction module which is attached to the target network to
estimate the loss value of the unlabeled samples. The sam-
ples with the largest predicted loss are selected for annota-
tion. This auxiliary module is trained to preserve the pair-
wise ranking of the original loss values which is imposed
using a hinge loss function over random pairs of samples in
a minibatch.
Unsupervised Data Augmentation (UDA). UDA [42] is a
semi-supervised learning method for image classification.
It uses consistency regularization to learn from unlabeled
samples along with AutoAugment [10] and other augmen-
tation techniques to reduce overfitting. We selected this
method because: 1) it shows state-of-the-art performance,
2) it is based on a simple idea and is easy to implement.
Also, the method performs well even when the number of
labeled samples is very small. Our implementation used
online data augmentation instead of the offline one in the
original work [42].

3.2. Experiments and Results

3.2.1 Evaluation protocol

Datasets. We evaluate the methods on the CIFAR-10 and
CIFAR-100 datasets. Both datasets contain the same set of
60,000 images, assigned to 10 and 100 classes respectively.
The training and test set contain 50,000 and 10,000 im-
ages respectively. CIFAR-10 is the most commonly tested
dataset in the field of active learning. CIFAR-100 is an ex-
tension with 100 classes, which makes the task more chal-
lenging. The initial labeling budget is Bi = 5000 and the
sampling budget is Bs = 2500 labels for each cycle. We
tested this configuration for 6 sampling cycles (i.e. going
from 10% to 40% labeled samples). In the first step, we
randomly sampled a class-balanced subset of samples from
the unlabeled pool.

Training Details. For the network architecture, we con-
sistently use the Wide-Resnet-Network [45] with depth=28
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Figure 2. Using data augmentation on CIFAR-10 significantly im-
proves the performance of active learning methods and makes the
relative difference between them less pronounced. Results without
augmentation are denoted as ’X-wo-Aug’.

and width=2 (WRN-28-2). We select WRN due to its effi-
ciency and widespread adoption. WRN-28-2 contains only
1.5M parameters showing close-to-state-of-the-art perfor-
mance on CIFAR datasets. The WRN-28-2 classification
network is optimized using SGD optimizer with a base
learning rate of 3e-2, momentum 0.9 and weight decay rate
of 5e-4. We use a cosine learning rate schedule for training
each model. We trained all AL methods (without SSL meth-
ods) for 150 epochs per sampling cycle with a batch size of
64. We train the semi-supervised AL methods for 50k it-
erations per sampling cycle with a batch size of 64 for the
labeled loss and a batch size of 320 for the unlabeled loss.
We mask out unlabeled examples whose highest probabili-
ties across categories are less than 0.6 and set the softmax-
temperature scaling constant to 0.5. Other hyperparameters
are used exactly as proposed in [42]. Our implementation is
based on the open source toolbox Pytorch [33].

All results are shown as performance curves. We report
the mean performance over 3 trials with different initial la-
beled sets for all single model-based methods and over 2
trials for ensemble-based methods due to higher computa-
tion cost and lower variance.

LL methods usually starts with a higher initial perfor-
mance due to the extra regularization effect from the loss-
prediction module. All other methods start from similar
initial performance with slight difference due to the model
variance. This variance is more prominent in the beginning
due to the overfitting effect on small labeled set.

3.2.2 Do AL methods work consistently well together
with data augmentation?

Data augmentation is a widely accepted regularization tech-
nique, which increases the power of machine learning mod-
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Figure 3. The performance of AL methods on CIFAR-100 im-
proves significantly when using up-to-date image augmentation.
Results without augmentation are denoted as ’X-wo-Aug’.

els particularly when there is little labeled data. Neverthe-
less, several latest AL works [6, 39] resort to either not us-
ing any augmentation during training, or only doing sim-
plistic horizontal flipping. In this experiment, we validated
the importance of elaborate up-to-date image augmentation
for the performance of AL methods.

We first evaluated all methods without any augmenta-
tion. Subsequently, we evaluated the same methods with
augmentation, which includes using the AutoAugment poli-
cies found by Cubuk et al. [10] , cutout [11], horizontal ran-
dom flipping, and random cropping. Figure 2 shows that
without using any augmentation, all AL methods clearly
perform better than the random baseline. The LL method
shows distinct improvement over other methods (matching
the results from Yoo et al. [44]) and an overall improve-
ment of 3.2% over the random baseline on the CIFAR-10
dataset. When the same experiment is performed with aug-
mentation, all the methods improve drastically in absolute
performance. However, the relative effect of using differ-
ent AL methods becomes far less pronounced: all the AL
methods show similar performance within a range of 0.4%.
In conclusion, AL works well with data augmentation, but
data augmentation blurs the differences between AL strate-
gies: they all perform largely the same.

For completion, we further validate the importance of us-
ing up-to-date augmentation for AL methods on the CIFAR-
100 dataset. We evaluate all methods with and without
augmentation similar to the CIFAR-10 experiment. The
overall conclusion is also very similar: Without augmen-
tation, the LL method shows distinct improvement of 1.4%
over the random baseline; with augmentation, all the meth-
ods improve by a large margin in absolute performance but
the relative difference between different methods becomes
insignificant and the relative ranking of different methods
changes. Performance curves are shown in Figure 3.
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Figure 4. Combining AL methods with semi-supervised learning
leads to significant performance improvement on CIFAR-10 com-
pared to the raw AL case. Results shown in the large-budget set-
ting with Bi = 5000,Bs = 2500.

3.2.3 Does semi-supervised learning or active learning
make better use of the pool of unlabeled data?

A largely common practice in the previous works has been
to utilize the unlabeled pool only for sampling, although it
is available throughout the learning process (otherwise one
could not sample from it) and could be used more rigor-
ously. Using semi-supervised learning, we can utilize this
unlabeled pool for training the model itself. To this end, we
employed the UDA semi-supervised learning method. We
integrated SSL into the AL methods by training the model
using the UDA objective and defining the query function
based on this model. In each cycle, the target model is
trained using UDA instead of the standard supervised train-
ing. Data augmentation stays the same as in Sec. 3.2.2. We
refer to the integrated methods as SSL-X, where X is the
name of the AL method.

Figures 4 and 5 show a remarkably strong performance
of the SSL method (SSL-Random) on CIFAR10 and CI-
FAR100: when using 5K random labeled samples, SSL
almost reaches the same performance which AL meth-
ods achieved on 20K samples picked by the correspond-
ing query functions. Also for the remaining data ratios,
there is a large performance gap between semi-supervised
and active learning, both on CIFAR-10 and CIFAR-100.
Clearly, semi-supervised learning makes much better use of
the same data than active learning.

SSL and AL can be combined, which yields an improve-
ment over raw SSL on CIFAR-10. The SSL-LL method
performs best and shows an improvement over the random
baseline by 0.7% after 6 cycles. However, on CIFAR-100
the relative ranking of the AL methods changes completely;
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Figure 5. Integrating SSL and AL leads to overall performance
improvement on CIFAR-100, however, not all combinations con-
sistently outperform random sampling. Results shown in the large-
budget setting with Bi = 5000,Bs = 2500.

SSL-LL performs worse than the other methods and strug-
gles even to compete with the random selection method.

The same is true for raw active learning without SSL:
on CIFAR-100 some active learning methods do not reach
the performance of randomly drawing the samples to be la-
beled, shown in Figure 5.

3.2.4 Does active learning consistently outperform
random sampling in low-budget regimes?

There is an inconsistency in the methods’ behavior when
switching from CIFAR-10 to CIFAR-100. This challenges
the principal assumption of active learning that a dedicated
selection strategy always improves over random selection
of samples. Does active learning benefit from a low-budget
setting, where every sample is particularly crucial? In cer-
tain applications, such as medical image analysis, already
10000 annotated samples can be very costly. Thus, training
with only few labeled samples in the beginning is attrac-
tive. We explored such low-budget setting with Bi and Bs
for each cycle set to 250 labels for CIFAR-10 and 500 labels
for CIFAR-100. We tested this setting for 7 sampling cycles
with a total budget of 2000 and 4000 labels for CIFAR-10
and CIFAR-100, respectively. We kept all the augmentation
techniques from the previous experiments.

The results are shown in Figures 6 and 7. None of the ac-
tive learning methods consistently outperforms the random
baseline, neither on CIFAR-10 nor on CIFAR-100. This
holds always for the combination of active learning and
semi-supervised learning, whereas for raw active learning
only ENS-varR could marginally outperform the random
baseline. In fact, some techniques perform considerably
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Figure 7. When evaluated in the low-budget regime (Bi = Bs =
500) on CIFAR-100, most integrated SSL-AL methods are still
better than their raw counterparts but nothing beats SSL with ran-
dom sampling.

worse than the random baseline, especially in conjunction
with semi-supervised learning, showing that their selection
strategy is counter-productive in the low-budget regime.

3.2.5 Comparison to Transfer Learning

Oliver et al. [31] argued that transfer learning may be a
preferable alternative to semi-supervised learning when a
suitable labeled dataset is available for transfer learning.
Following the recommendation, we compare the perfor-
mance of the SSL-Random baseline with a fine-tuned Im-

ageNet pre-trained network on CIFAR-10.
The ImageNet pre-trained network is fine-tuned only on

the labeled samples. The experiment was conducted with
Resnet-18 due to the availability of pre-trained ImageNet
weights. We observe that the SSL-AL method clearly out-
performs fine-tuning of a pre-trained ImageNet network in
both high- and low-budget settings. We tested both bud-
get setting for 4 sampling cycles, the corresponding results
are shown in Figure 8 and 9 respectively. This experiment
shows that including an up-to-date semi-supervised learn-
ing algorithm into an active learning pipeline makes sense
even when large pre-training data is available.

4. Active Learning for Semantic Segmentation

Image classification is a standard active learning task.
However, with its relatively low annotation cost (1 click per
image) it is not necessarily the most important one. In this
section we aim to evaluate the applicability of active learn-
ing methods to a task with a significantly higher labeling
cost - semantic segmentation. We adapt existing AL meth-
ods for classification to support semantic segmentation.
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Figure 8. The SSL-Random baseline clearly outperforms a fine-
tuned network pre-trained on ImageNet in the low-budget setting.
Results shown on CIFAR-10.
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Results shown on CIFAR-10.
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4.1. Annotation model

A conventional active learning setup includes a human
in the loop who annotates the samples picked by the query
function. Since training with an actual human annotator
is prohibitively expensive, we simulated its actions during
training. We used the number of clicks required to anno-
tate the entire image as a proxy for the annotation cost.
To do so, we approximate each connected component in
the ground truth image with a polygon using the Ramer-
Douglas-Peucker algorithm [12]. The approximation qual-
ity is controlled by a pre-defined pixel-level tolerance pa-
rameter. The total number of clicks per image is then cal-
culated by adding up the number of vertices for all poly-
gons in this image. We perform a grid search over differ-
ent tolerance values ranging from 5 to 40 pixels to find a
suitable value. Figure 10 shows the trade-off between the
average click cost per image and the polygon approxima-
tion quality of annotations for different tolerance values.
The trade-off between different tolerance values and label-
ing quality is shown in Figure 11. We select the pixel-level
labeling tolerance of 10 pixels. The approximated labels re-
tain 95.06% mIoU as compared to the original ground-truth
labels. According to this approximation, an average image
costs around 33 clicks to label.

4.2. Baseline Methods

We evaluated two kinds of AL methods: uncertainty-
based methods and learning-based methods.
Random. We consider the random sampling method as our
first baseline.
Entropy. This uncertainty method is based on the softmax-
entropy of the segmentation prediction. Different to the
classification case, we need some integral uncertainty mea-
sure that aggregates per-pixel uncertainty values. There are
a few heuristics for this [1, 43], but none of them is con-
sidered standard. We evaluated several simple heuristics
including averaging and taking the maximum value over
the image, and concluded that the best results are achieved
by counting the number of pixels per-image with an uncer-

tainty value higher than a certain threshold. We use 0.6 as a
threshold value, which was determined via grid search.

Ensemble with Average Entropy (ENS-ent). This second
uncertainty-based method ENS-ent is based on the aver-
age entropy over the predictions from all members of the
model ensemble. We used the same information accumula-
tion heuristic as used for the Entropy method.

Learn Loss (LL). We adapted the LL [44] method from
image classification to semantic segmentation. Since the
original module is proposed for a resnet architecture and
the segmentation network used in this work is also based on
a resnet architecture, the exact method is directly adapted
by reusing the original loss prediction module.

Semi-supervised Learning (s4GAN). To leverage unla-
beled samples, we used the semi-supervised semantic seg-
mentation method by Mittal et al. [29]. It has been shown to
produce large performance gain with as few as 2% labeled
samples on the PASCAL VOC dataset. We only used the
s4GAN branch of the proposed SSL method, which can be
trained in an end-to-end manner, and dropped the classifi-
cation branch for simplicity. The s4GAN method is based
on a conditional generative adversarial network, which uses
the segmentation network as a generator. The discrimina-
tor of the s4GAN discriminates between the predicted and
ground-truth segmentation masks. We used the same hyper-
parameters as provided by Mittal et al. [29] for our experi-
ments. We also combine all the above mentioned AL meth-
ods with the s4GAN method and evaluate them in the active
learning setting.

SSL-D-score. Inspired by Ravanbakhsh et al. [35], we pro-
pose to use the discriminator of the s4GAN network as a
query function for sampling. The output of the discrimina-
tor varies between 0 and 1, where higher score is assigned
to a higher quality of segmentation prediction. In other
words, the discriminator of the s4GAN network acts as a
critic which provides a higher rating for better segmenta-
tion quality. This heuristic selects the samples which are not

Original 5 10 15 20

Figure 11. Labeling quality when using polygon approximation
with different tolerance values (in pixels). We picked the tolerance
value of 10 pixels for our experiments.
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Figure 12. Qualitative semantic segmentation results on PASCAL-VOC at each cycle comparing the Entropy-Image method and the SSL-
Random-Image baseline. The column headings indicate the click budget used to train the corresponding model.

well represented by the current learned model, which is in-
dicated with lower rating. We refer to this semi-supervised
approach for active learning as the SSL-D-score method.

4.3. Experimental design

We show the performance of the AL methods for seman-
tic segmentation on PASCAL-VOC 2012 [13]. The dataset
consists of 20 foreground classes and one background class.
We use the augmented annotated dataset which contains
10582 training images and 1449 validation images.

Data Setting. In AL experiments for segmentation, we de-
fine the labeling cost in clicks. We use the initial label-
ing budget Bi and subsequent sampling budget Bs of 5000
clicks, which is approximately 1.5% of total labeling cost
of the dataset. In the first cycle, randomly sampled images
are completely labeled until Bi is exhausted. In the subse-
quent cycles, an AL query method selects images based on
a certain criterion and labels the picked image until Bs is
exhausted. We test all the segmentation AL methods for 5
sampling cycles. All the results are shown on the validation
set.

Training Details. We used the DeepLabv2 [9] architec-
ture for all the experiments. The DeepLabv2 model is pre-
trained using Microsoft COCO [26] dataset. The network is
optimized using a SGD optimizer with a base-learning rate
of 2.5e-4, momentum of 0.9 and a weight decay of 5e-4.
We use poly-learning policy similar to the original segmen-
tation work [9]. We use a batch size of 10 and train each cy-
cle for 150 epochs. The network gets an input image of size

321× 321. The used DeepLabv2 version achieves a perfor-
mance of 73.6 and 71.6 mIoU on original and approximated
ground-truth labels respectively on the validation set. The
combined semi-supervised active learning (SSL-AL) meth-
ods are trained for 10k iterations for each cycle with a batch
size of 8. The training procedure and hyperparameters for
semi-supervised learning are the same as in [29].

We evaluate AL methods for semantic segmentation in
two different settings: (1) using standard augmentations
and (2) using semi-supervised learning for training the tar-
get model. The mean performance is reported over 3 tri-
als for all single model-based methods and over 2 trials for
ensemble-based methods due to higher computation cost.

4.4. Results

4.4.1 Is active learning beneficial in more labor-intense
labeling tasks than image classification, e.g. se-
mantic segmentation?

To find the relevance of active learning for semantic seg-
mentation, we first train the model only using augmenta-
tions including random horizontal flipping and random re-
sized cropping. Other geometry preserving augmentation
like brightness, contrast, rotation, scaling do not show any
measurable improvement for semantic segmentation [4]. In
the results, the uncertainty method based on entropy per-
forms best and shows an improvement of around 1.1%
mIoU over the random sampling baseline after 5 AL sam-
pling cycles. The LL method fails to outperform the random
baseline approach. Corresponding performance curves are
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Figure 13. Integrated SSL-AL methods for semantic segmentation
mostly perform better than their raw counterparts on PASCAL-
VOC with Bi = Bs = 5000 clicks (≈ 1.5% of the dataset). None
of the methods outperforms SSL with random sampling.

shown with solid lines in Figure 13.
Further, we use the unlabeled pool of images to train the

target model for semantic segmentation and analyze the per-
formance. We utilize the s4GAN model [29] to leverage the
information from unlabeled samples. When used on top of
the SSL method, all AL methods show a clear gain in per-
formance. The performance of the random baseline (Ran-
dom) when combined with s4GAN increases by the largest
margin of 4.1% mIoU and reaches the overall best value.
In addition, SSL-D-score heuristic also shows comparable
performance to the random baseline after 5 sampling cycles,
but does not bring any improvement over the SSL-Random
baseline. The performance curves for all integrated methods
are shown with dashed lines in Figure 13. Figure 12 shows
the qualitative results at each sampling cycle, comparing the
Entropy-Image method and the SSL-Random-Image base-
line.

Figure 14. Image labeling in a polygon-level labeling regime.
From left to right: Original image, approximated ground-truth,
pixel-wise entropy and selected polygon for labeling based on the
entropy heuristic.

4.4.2 Polygon-level Labeling

Here, we explore whether labeling only a part of an im-
age is more effective than labeling the complete image. We
evaluate active learning methods for semantic segmenta-
tion, where only a region of an image is selected by the
query function. This region is approximately labeled using
a polygon by the annotation simulator. We evaluate meth-
ods where an image is selected randomly, but the polygon
in the image is selected based on the active learning heuris-
tic. We compare entropy-based and random polygon selec-
tion methods in both raw and SSL-integrated active learning
settings.

Experiment Details. Entropy of a polygon is measured in a
similar way as in the image-level labeling regime. We create
a binary mask for the pixel-wise entropy based on a thresh-
old and use the area of the high-entropy pixels as our selec-
tion heuristic. Only in the first cycle, images are completely
labeled until the Bi is covered. In the subsequent cycles,
images are labeled polygon-wise until the sampling budget
Bs is exhausted. Figure 14 shows two examples of how
polygon-level labeling regime works based on the entropy
heuristic. The budget settings and the hyperparameters ex-
actly match those from the image-level labeling regime.

Results. Entropy-based polygon selection approach is
more effective than random polygon selection for the raw
active learning (without SSL) setting. However, when
combined with semi-supervised learning, both entropy
(Random-Image-Entropy-Polygon) and random (Random-
Image-Random-Polygon) polygon selection strategies per-
form very similarly. Results are shown in Figure 15.
Moreover when all polygon-level labeling approaches are
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Figure 15. Active learning for semantic segmentation: compari-
son between SSL integrated with active learning (SSL-X) against
the standard setting. Results shown on the PASCAL-VOC dataset
with Bi = Bs = 5000 clicks. The suffixes ‘Image’ and ‘Poly-
gon’ refer to the image-level and polygon-level labeling regimes
respectively.



compared with the image-level labeling approaches, we
find SSL-Random-Image baseline even outperforms all the
polygon-level active learning methods.

In this experiment, we also observed that the SSL-
Random-Image baseline outperformed the SSL-Random-
Image-Random-Polygon baseline, showing that image-
level labeling is a more effective way of labeling an image.

5. Discussion
Our experiments provide strong evidence that the current

evaluation protocol used in active learning is sub-optimal
which in turn leads to wrong conclusions about the meth-
ods’ performance and the state of the field in general.

Evaluating on CIFAR-100 which is marginally different
from CIFAR-10, dramatically changes the ranking of the
methods. Applying state-of-the-art data augmentation sig-
nificantly increases the scores of all methods making them
virtually indistinguishable in terms of final performance.

Modern semi-supervised learning algorithms applied in
the conventional active learning setting show a higher rel-
ative performance increase than any of the active learning
methods proposed in the recent years.

State-of-the-art active learning approaches often fail to
outperform simple random sampling, especially when the
labeling budget is small - a setting critically important for
many real-world applications.

Based on these observations, we formulate a more ap-
propriate evaluation protocol and recommend using it for
benchmarking future active learning methods.

1. AL methods should be evaluated on a wider range of
datasets to assess their general robustness.

2. It is important to evaluate AL methods with up-to-
date network architectures and up-to-date augmenta-
tion techniques.

3. There should always be a direct comparison between
AL methods and SSL methods.

4. Together with the existing large-budget regime, AL
methods should be evaluated in the low-budget regime.

It would be interesting to know why AL often performs
worse than random sampling and consistently does so in the
low-budget regime. For now, we can only speculate. We be-
lieve that AL sampling introduces a bias into the distribution
of annotated samples, i.e., the sampled distribution does not
sufficiently match the true distribution anymore. The dam-
age by this bias is larger than the positive effect of learning
from “more interesting” samples. If this hypothesis is true,
research in active learning should focus on ways that avoid
any bias by the selection strategy.

Our results also indicate that adapting AL methods to
tasks with higher labeling cost, e.g. semantic segmentation,

is a non-trivial problem. Although there is not enough em-
pirical evidence for this, we speculate that such tasks can
potentially benefit much more from employing informed
sample selection strategies and thus define a promising di-
rection for future research.
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